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= The dataset initially contained Table 2. Technical Performance of the Study Model
50 statements, later expanded

® Rumors can trigger unnecessary

anxiety, _confu_smn, and fear among with 50 Al-generated statements e e
the public, which may lead to t0 enhance robustness. Accuracy 0.810
h_armf_ul actlo_ns > 3 how_n n = Of the total data, 54% were Precision 0.750
historical radiological disasters classified as acc,urate (label 0)
(e.g., Fukushima 2011, Chernoby! . S ’ Recall 0.900
. while 46% were identified as
1986, Three Mile Island 1979) misinformation (label 1) F1 Score 0.818
® Furthermore, emergency services | 3 |
and responders may experience an Table 1. Example of dataset of Korean-language ® In add_ﬂ.'(.)n’ the model's inference -
increased workload as they need to rumors for Fukushima nuclear accident Capabllltle§ were evaluated by testing iton a
handle false reports and 3 : set of previously unseen Korean rumor
miSinfOrmation, diverting their ; T%m . — label 1 SampleS fOr.FUkUShlma nuclear accident.
resources away from emergency o a1l QAR oE WA AL | @ The evaluation results demonstrated the
situations. s B30 EAE0] RIS BT $3 B2 QEA7|T 9lL) | model’s ability to distinguish misinformation
® |n this regard, the development Z :,H: ;EE:: ram Aﬂ i I’;ﬁ R 3 from facts. (see Table 3)
ana mplementatlon_of arumor . ; ijzl:)jq -_- lgngigi:);;" Eﬂfjajﬁiﬂfﬁm o3| £02 058 7} E Table 3. Inference Capabillities of the Study Model
detection or evaluation system is e aonr sa e ng o =
crucial to detect and analyze 0 "HE 330 $3Z02 BB S50 #30 4520l | Input Text Output
rumors efficiently and effectively AR B8 35 448 01 497 4 270 0 2555 | aaA0 W AEHEYSEEE  Rumo
3 "SAE 0 EIEY 4402 HOUP] S 39 B2 Mg ot 15574 80| Eik ) 4EALS O @ HE| UL (0.831)
6 "4 5520 8102 F0CE ¥27)7t 040 9] 15 295 08 2} ) e AL (0.712)
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e This study developed Akdriven [ TS s
Korean-language rumor detection 0 "HHRITIE MOISOF HAS 22 Ay 1
model for radiological emergencies, 0 "eNs IE0 Bheat HEY, A7, 257 220l H0 ' | @ This study presented the first Al-
particularly for Fukushima nuclear driven Korean language rumor
accident ® Text Tokenization detection model for radiological
" To process text data for deep emergencies, particularly for
learning, KOBERT, a Korean- Fukushima nuclear accident
language adaptation of BERT was ® By leveraging transfer learning, we
® Preparation of a structured dataset utilized. are able to take advantage of
» Korean-language rumors = Tokenization was performed using KoBERT’s pretrained language
related to the Fukushima the AutoTokenizer from the knowledge and adapt it to the
nuclear accident to test the Al- Hugging Face transformers library. specific task of rumor detection in
driven rumor detection system ® Model Training the case of potential radiological
of this study (See Tablel ) = The training process was emergencies.
= Collecting and labeling Korean- conducted using the Hugging Face ® Scientific uncertainties were
language texts from news Trainer API, which provides an sometimes misclassified as
articles, social media, and efficient way to fine-tune rumors, highlighting the need for
discussion forums. transformer-based models, further model refinement
= The rumors including updating their parameters. ® Future research should focus on
exaggerated, false, or = The training procedure involved developing real-time rumor
misleading claims regarding the supervised learning using labeled detection systems that can quickly
spread of radiation, health risks, data, where the model learned to identify and analyze potential
and contamination of food or classify text as either rumor (1) or misinformation on social media and
water from Japan's Fukushima not a rumor (0). online platforms.
nuclear accident. ® Model Evaluation
= Non-rumors scientifically = The dataset split into training (80%o)
grounded statements or and validation (20%) sets ® Anggrainingsih, R.., Hassan, G.M., & Datta,
clarifications that refute = After training the KoBERT-based A. (2022). Bvaluating BERT-based Pre-
exaggerated claims based on model, its performance was training Language Models for Detecting
their verifiability from credible evaluated on the validation set Misinformation. ArXiv, abs/2203.07731.
sources such as scientific = The model demonstrated strong ® Choi, D.J,, Oh, H. C,, Chun, S. L., Kwon, T.
reports from ICRP, IAEA, or performance across all evaluation Y., &Han, J. Y. (2022). Preventing rumor
NCRP criteria (See Table 2). spread with deep learning, Expert Systems
with Applications, Volume 197
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