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1. Introduction 

 
Many research reactors utilize plate type fuels for 

increased power density. In order to remove the core heat, 

the coolant passes through rectangular flow channels 

between fuel plates. For normal operating conditions, the 

flow inside the channel usually maintains a turbulent 

state. During transients such as loss-of-flow (LOF) or 

loss-of-coolant-accident (LOCA), the flow slows down 

and undergoes transition state. The transition flow 

condition is the state between turbulent and laminar 

states where both flow characteristics co-exist. This 

makes it hard to accurately predict the flow behavior 

such as friction factor and convective heat transfer 

coefficient which are primary information needed for 

system code simulation. In addition, the most of existing 

system analysis codes such as RELAP and MARS are 

developed primarily to simulate power plant system, 

which usually has rod-type fuel assemblies and operates 

at relatively high pressure condition when compared 

with those of research reactor. Considering the above, it 

is worthwhile to study transition flow characteristics of 

the rectangular channel geometry. In this study, 

computational fluid dynamic (CFD) simulation is carried 

out on the narrow channel and its pressure drop 

characteristics are compared with experimental results 

from literature which covers laminar to turbulent flow 

transition region[1]. 

 

2. Methods and Results 

 

In this section, the pressure drop tests performed by 

Ma et al. (2011) is briefly described along with utilized 

CFD simulation methods and results. 

 

2.1 Analysis Geometry and Simulation Method 

 

Figure 1 shows cross section view of the channel 

geometry from the test which exhibits thin channel with 

semi-circular ends having high aspect ratio 

(width/thickness= 20). In the isothermal experiments, 

pressure drop data are obtained from pressure tabs 

installed along the flow direction. The tests are carried 

out for Reynolds numbers ranging from 1,090 to 10,200 

with measurement accuracy of ±30 Pa. The distance 

between two farthest pressure tabs is 900 mm which 

gives length-to-diameter ratio over 200. From the tests 

the pressure drop data are presented in terms of friction 

factors over the prescribed Reynolds numbers. In 

addition, extra flow length exists before and after the test 

section which gives room for flow development. In this 

study this entire flow length is analyzed using 

commercial computational fluid dynamics software 

ANSYS®  Fluent which is widely utilized for engineering 

applications. Figure 2 shows the discretized analysis 

geometry where total 10,348,800 nodes are used. And 

the nondimensional distance of the first node from the 

wall (y+) is maintained less than 2 to accurately model 

the near wall flows. In order to simulate the transition 

flow region, k-kl-ω model is utilized which is one of 

transition models recently implemented in the code[2,3]. 

In addition to RANS (Reynolds-Averaged Navier-Stokes) 

equations, the model solves three additional transport 

equations to obtain distribution of laminar and turbulent 

kinetic energy and inverse turbulent time scale to predict 

the transition flow. According to the literature, the model 

gives reasonably good predictions for flat plate and 

airfoil geometries, but its applicability to mini-channel 

flows such as one studied here is not well-known. 

Considering the above, the model is applied as-it-is in the 

simulation to check the prediction capability on the thin 

rectangular channel geometry. The code is run in steady 

state mode for different inlet velocity values covering 

Reynold numbers from 861.9 to 32,320.6. For simplicity, 

the constant water property at 25oC and 1 bar is used. The 

iteration is carried out until RMS (Root-Mean-Squared) 

error of the residuals went below 10-5. 

 

 

 
 

Fig. 1. Cross section view of the test section (not to scale). 

 

 

 
 

Fig. 2. Discretized analysis geometry. 

 

2.2 Simulation Results 
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Although the original literature lacks raw 

measurement data, the best fitting friction factor 

correlations for laminar and turbulent regions as shown 

in Eq. (1) and (2) are presented in the same literature[1]. 

Therefore, as shown in Fig. 3, the simulation results are 

compared with these correlations. In addition, the 

friction factors in the turbulent region are compared with 

values estimated by Bhatti and Shah correlation as shown 

in Eq. (3)[4]. This correlation is developed by comparing 

friction factors from Techo et al. (1965) correlation with 

the experimental data of rectangular duct flows[5].  

 

CNNC correlation: 

flam =
89.3

𝑅𝑒
, for 1090 ≤ Re ≤ 2500  (1) 

 

fturb = 0.0426 − 2.48 × 10−6𝑅𝑒0.9, for 4000 <
Re ≤ 10200     (2) 

 

Bhatti and Shah correlation: 

fturb = (1.0875 − 0.1125α∗)𝑓𝑐, for 5000 ≤ Re ≤
107      (3) 

 

where, Re, α∗ , and fc  are Reynolds number [-], 

channel aspect ratio (thickness/width) [-], and friction 

factor from Techo et al. (1965)[5], respectively. 

 

It is reported from the test that the laminar flow is 

maintained until Reynolds number less than 2,500 and 

the flow-pressure drop relationship follows Eq. (1). From 

Fig.3, it is seen than the simulation accurately predicts 

the flow behavior in the region. From the test, the flow 

becomes fully turbulent for Reynolds numbers higher 

than 4,000. However, the simulation shows that the fully 

turbulent region begins right after Reynolds number 

higher than 2,500. This gives transition region ranges 

much narrower than what is reported in the experiment. 

In the turbulent region, the simulation greatly 

overpredicts the pressure drop over the tested Reynolds 

number ranges. When compared with Bhatti and Shah 

(1987) correlation, the simulation results approaches the 

correlation line as the flow becomes higher (Re>10,000). 

Figure 4 depicts distribution of skin friction coefficient 

along the flow direction for selected inlet Reynolds 

numbers. It is observed that for transition Reynods 

number region reported in the test (2,500~4,000), the 

simulation predict transition of the flow from laminar to 

turbulent near the inlet. The simulation shows that for 

most cases, the predicted transition point is located 

upstream of inlet pressure tab location. Because of this, 

the presence of the transition phenomenon could not be 

taken into account in friction factor estimation. 

Considering the above, the poor prediction of the 

simulation results in the transition region may come from 

applying wrong inlet boundary condition in terms of 

geometry and velocity distribution, or the adopted 

transition model not correctly predicting the transition 

onset point.  

 

 

 
 

Fig. 3. Comparison between test and simulation results. 

 

 

 
 

Fig. 4. Distribution of skin friction coefficient. 

 

3. Conclusions 

 

In this study, the computational fluid dynamic 

simulation is carried out on the narrow rectangular 

channel geometry with round corners. The k-kl-ω 

transition model was applied to capture the transition 

effect. The comparison with the experimental data 

showed that the applied transition model gave reasonable 

predictions in the laminar and highly turbulent flow 

regions. However, rather poor prediction capability is 

seen in the transition region. Current analysis showed 

possibility of applying incorrect inlet geometry and flow 

conditions or the transition model not correctly 

predicting the transition onset. In order to check these 

argument, the simulation need to be carried out and 

compared with test results from different geometries, 

which is left as a future study item. 
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