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1. Introduction 

 
The loading pattern optimization for reactor core is to 

find the most economical loading pattern of all loading 

patterns, satisfying the safety restriction requirements. If 

the reactor core design parameters for all loading 

patterns could be computed with numerical analysis 

codes, the optimal loading pattern could be obtained. 

However, it is limited because of the huge computation 

time. Therefore, various methods such as Simulated 

Annealing (SA) algorithm [1] have been studied to 

effectively perform calculations for finding the optimal 

loading pattern. If these design parameters such as the 

peaking factor and the cycle length could be calculated 

faster than the numerical analysis codes, the optimal 

loading pattern could be found faster. 

In this study, reactor core design parameter prediction 

algorithms using an Artificial Neural Network (ANN) 

has been developed to replace the numerical analysis 

codes in the loading pattern optimization. A deep 

learning algorithm was used to improve the accuracy of 

predictions because it can solve more complex and 

nonlinear problems using multiple hidden layers for 

feature extraction and transformation. In addition, a 

system has been developed that automatically generates 

training data for predicting the reactor core design 

parameters using data from the Westinghouse 2-loop 

plant. In this paper, the peaking factor and the cycle 

length according to the loading patterns were predicted 

using the deep learning algorithms and automatically 

generated training data. 

 

2. Automatic Generation of Training Data 

 

The number of training data in the ANN algorithms 

greatly contributes to learning accuracy. Therefore, it is 

very important to obtain enough training data. In this 

study, the system for automatically generating training 

data was established, training data were produced using 

the STREAM/RAST-K 2.0 [2-4] code system. The 

STEAM code is a neutron transport analysis code for 

Light Water Reactor (LWR) core calculation and 

developed at Ulsan National Institute of Science and 

Technology (UNIST) and the RAST-K 2.0 code is a 

diffusion nodal code for Pressurized Water Reactor 

(PWR) core analysis developed by UNIST.  

Based on the data of the Westinghouse 2-loop plant 

reactor core, the assembly calculation used for RAST-K 

input has been performed using the STREAM code, and 

the RAST-K core calculation has been performed using 

the assembly calculation result. The RAST-K 2.0 input 

files with random loading patterns are automatically 

generated. The training input parameters, the peaking 

factors and the cycle lengths are automatically extracted 

from the RAST-K 2.0 output file and updated with big 

data in the Comma-Separated Values (CSV) file format. 

The peaking factor is extracted from the maximum 

peaking factor in the cycle, and the cycle length is 

extracted when the Critical Boron Concentration (CBC) 

is 10 ppm. Fig. 1 shows an overall procedure of 

automatic generation of training data. 

 

 

Fig. 1. Overall procedure of automatic generation of training 

data 

 

3. Selection of Deep Learning Algorithm 

 

Deep learning algorithms include various algorithms 

such as Deep Neural Network (DNN), Convolutional 

Neural Network (CNN), and Recurrent Neural Network 

(RNN). The RNN algorithm is suitable for learning 

time-sequenced data such as natural language 

processing. The CNN algorithm is suitable for image 

classification and image processing. The CNN 

algorithm recognizes features while preserving spatial 

information of the data. Therefore, The CNN algorithm 

was adopted for learning based on spatial information. 

In this study, the training result of the CNN algorithm is 
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compared with the training result of the DNN algorithm 

which is the basic algorithm of deep learning. 

Generally, the CNN algorithm consists of input layer, 

convolution layer, pooling layer, fully connected layer, 

and output layer. The convolution layer is a layer for 

extracting meaningful features, and the pooling layer is 

a layer for subsampling to reduce features. Fig. 2 shows 

a structure of a conventional convolutional neural 

network. 

 

 
Fig. 2. Structure of the convolutional neural network 

 

4. Results and Discussion 

 

In this section, the training results of the DNN and  

CNN algorithms for the peaking factor and the cycle 

length are compared. The prediction algorithms were 

implemented using the TensorFlow library [5]. The 

DNN algorithm has 10 hidden layers, and the CNN 

algorithm has 6 convolution layers, 2 pooling layers and 

3 fully connected layers. In the internal structure of the 

CNN algorithm, 3x3 convolution filters were used for 

the convolution layers, and 2x2 pooling filters and a 

max pooling method, extracting the largest value in the 

filter region, were used for the pooling layer. In addition, 

approximately 42,000 training data were used for 

training, and 6,000 test data were used to confirm 

training results. The number of total parameters is about 

150,000 in both the DNN and CNN algorithms. Fig. 3 

shows internal structures of the prediction algorithms 

 

 
Fig. 3. Internal structures of the prediction algorithms 

4.1 Training Result of Peaking Factor 

 

As described in Section 2, big data generated 

automatically using the STREAM/RAST-K 2.0 code 

system are used as training data for peaking factor 

prediction. The results of the peaking factor prediction 

are shown in Fig. 4, Fig. 5 and Fig. 6. Fig. 4 shows the 

peaking factor training procedure as a Root Mean 

Square (RMS) error according to the training step. Fig. 

5 and Fig. 6 show the training result of the peaking 

factor of the DNN and CNN algorithms. In Fig. 5 and 

Fig. 6, the x-axis is the target value calculated by the 

STREAM/RAST-K 2.0 code system, and the y-axis is 

the peaking factor predicted by the deep learning 

algorithms. 

 

 
Fig. 4. Convergence process for peaking factor prediction 

 

 
Fig. 5. Training result of peaking factor using DNN algorithm 

 

 
Fig. 6. Training result of peaking factor using CNN algorithm 
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The prediction results of the model trained by the 

DNN algorithm are 9.28% for RMS error and 60.91% 

for maximum error. However, 90.2% of the test data are 

obtained with the prediction error of less than 15%.The 

results of the CNN algorithm are 1.74% for RMS error, 

13.81% for maximum error and 98.7% of the test data 

are obtained with the prediction error of less than 5%. 

The results show that the CNN algorithm performs 

much better than the DNN algorithm in the peaking 

factor prediction. Table Ⅰ. summarizes the peaking 

factor prediction errors of the DNN and CNN. 

 

Table I: Peaking factor prediction error of DNN and CNN 

Algorithm 
Prediction error 

RMS (%) Max (%) 

DNN 9.28 60.91 

CNN 1.74 13.81 

 

4.2 Training Result of Cycle Length 

 

The results of the cycle length prediction are shown 

in Fig. 7, Fig. 8 and Fig. 9. Fig. 7 shows the cycle length 

training procedure as RMS error according to the 

training step. Fig. 8 and Fig. 9 show the training results 

of the cycle length of the DNN and CNN algorithms. In 

Fig. 8 and Fig. 9, the x-axis is the target value, and the 

y-axis is the cycle length predicted by the deep learning 

algorithms. 

 

 
Fig. 7. Convergence process for cycle length prediction 

 

 
Fig. 8. Training result of cycle length using DNN algorithm 

 

 
Fig. 9. Training result of cycle length using CNN algorithm 

 

The prediction results of the DNN algorithm are 

1.06% for RMS error, 3.98% for maximum error and 

96.3% of the test data are obtained with the prediction 

error of less than 2%. The results of the CNN algorithm 

are 1.07% for RMS error, 2.12% for maximum error 

and 96.9% of the test data are obtained with the 

prediction error of less than 1.5%. The results show that 

the CNN algorithm has better cycle length prediction 

performance than the DNN algorithm. Table Ⅱ. 

summarizes the cycle length prediction errors of the 

DNN and CNN. 

 

Table II: Cycle length prediction error of DNN and CNN 

Algorithm 
Prediction error 

RMS (%) Max (%) 

DNN 1.06 3.98 

CNN 1.07 2.12 

 

5. Conclusions 

 

In this study, the peaking factor and the cycle length 

prediction algorithms using the deep learning algorithms, 

which can replace numerical analysis codes, has been 

developed. Prior to developing the prediction model, the 

system for automatically generating training data used in 

deep learning algorithms has been developed. The 

training data have been generated automatically using 

the STREAM/RAST-K 2.0 code system and the 

extracted the peaking factor and the cycle length have 

been updated with big data. 

Based on the deep learning algorithms, the peaking 

factor and the cycle length prediction were performed 

with about 42,000 training data, and the prediction 

results were confirmed with 6,000 test data. The CNN 

algorithm shows higher performance than the DNN 

algorithm in both the peaking factor and the cycle length 

prediction. Especially, the CNN algorithm shows 

significantly higher performance than the DNN 

algorithm in the peaking factor prediction. However, 

even if the prediction algorithms developed using the 

CNN algorithm show better performance than the 
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algorithm using DNN, the prediction performance is 

still insufficient.  

Therefore, the future work of this study will focus on 

modifying the training data structures and the internal 

structure of the prediction algorithms to improve the 

performance of the peaking factor and the cycle length 

prediction algorithms. Furthermore, the system for 

automatically generating the big data and the prediction 

algorithms for the reactor core design parameters other 

than the peaking factor and the cycle length will be 

developed. 
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