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Abstract

There are various problems in applying the digital equipment including software to the



safety-related system of a nuclear power plant because no standard on quantitative safety
assessment is well-accepted. Especially, the fault-tolerant features which is one of the most
beneficial aspects of a microprocessor-based system should be evaluated quantitatively in
order to assess the safety of a digital system. This paper describes the fault-tolerant features
of digital systems which can be applied to software, hardware or system. For the case of
watchdog timer which is expected to be the most competitive fault-tolerant mechanism for
nuclear power plant's safety systems, this paper show an example of the process of
probabilistic safety assessment. T he estimation of the coverage factor value of applied lerant

mechanism is found to be very important.
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