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Investigation of MLE in nonparametric estimation methods of reliability function

Abstract

There have been lots of trials to estimate a reliability function. In the ESReDA 20th seminar, a new

method in nonparametric way was proposed. The major point of that paper is how to use censored data

efficiently.

Generally there are three kinds of approach to estimate a reliability function in nonparametric way, i.e.,

Reduced Sample Method, Actuarial Method and Product-Limit (PL) Method. The above three methods

have some limits. So we suggest an advanced method that reflects censored information more efficiently.

In many instances there will be a unique maximum likelihood estimator (MLE) of an unknown

parameter, and often it may be obtained by the process of differentiation. It is well known that the three

methods generally used to estimate a reliability function in nonparametric way have maximum likelihood

estimators that are uniquely exist. So, MLE of the new method is derived in this study. The procedure to

calculate a MLE is similar just like that of PL-estimator. The difference of the two is that in the new

method, the mass (or weight) of each point has an influence of the others but the mass in PL-estimator not.

I. Introduction

It is important to estimate correct reliability that reflects the information of the censored data, when we

use the non-parametric method. Generally, there are several methods e. g, to estimate reliability in non-

parametric ways, reduced sample method, actuarial method and Kaplan-Meier (Product-Limit) method

and each of the estimator has MLE.

If the life time data of a unit come from several different tests or the life test truncated or terminated
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before all the units fail or the failed units are replaced good units, the MLE provides the most powerful

and flexible technique for the estimation of parameters, although the computations are somewhat

involved.

So, in this paper, the comparisons are conducted between the MLE of the above three estimators and

the MLE of the new one. The procedure to calculate a MLE of new method is similar just like that of PL-

estimator. The difference of the two is that in the new method, the mass of each point has an influence of

the others but the mass in PL-estimator not

II. Generalized Maximum Likelihood Estimator

Assuming that the observation 
~
x  has a probability measure θP  that satisfies
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xµ  is a dominating measure for the class }{ θP . Getting the maximum likelihood estimator of

θ  involves maximizing the likelihood
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Here assuming that the observation has a probability measure FP  that depends on the unknown

distribution function F. The class }{ FP  has no dominating measure so we need a more general definition

of maximum likelihood.

Kiefer and Wolfowitz suggest the following definition. Let }{P=P  be a class of probability measures.

For the elements 1P  and 2P  in P , define
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the Radon-Nikodym derivative of 1P  with respect to 21 PP + . Define the probability measure 
^
P  to be a

generalized maximum likelihood estimator if
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for any element P∈P .

III. MLE under actuarial assumption

At the start of any interval x to x+1 time units after the initial event, there are two groups of patients:



(1) xl1  individuals who will be at risk for entire interval, (2) xl2  persons who, if they do not die

beforehand, will be lost to observation or withdrawn alive during that interval.

Let xq  denote the probability of dying sometime during this interval. Then, under the actuarial

assumption, the probability that one of the xl2  patients will die before his time of loss or withdrawal is,

on the average, 2/xq . Thus, the likelihood that the total number of deaths observed, xd  consists of

xd1  from the first group and xd 2  from the second is proportional to
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1l  and 2l  cannot be distinguished from the data, nor can 1d  and 2d . Only their totals 21 lll +=  and

21 ddd +=  can be observed, as well as those actuarial lost or withdrawn alive, 22 dlw −= . Since,

wdlddlldl −−=−−−=− )( 2211 , we may rewrite
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Differentiating Llog  with respect to q and setting the result equal to zero, the MLE of q may be

written in the form
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IV. MLE of PL-estimator

The Kaplan-Meier PL estimator gives the GMLE of F. The proof proceeds as follows (assuming no

ties).

If a probability measure 
^
P  gives positive probability to 

~
x  and P does not gives positive probability

to 
~
x , then 0),;(

^
=ppxf . Thus to check for P∈P  it is sufficient to check it for those P with
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Since 
^
S  puts positive mass on the point )),(,),,(( 11

~ nnyyx δδ= , we need only consider

probability measures P which put positive mass on this point and show that 
^
S  maximizes
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Let P assign probability ip  to the half-open interval ),[ )1()( +ii yy , where +∞=+ )1(ny . For fixed

nppp ,,, 21  the likelihood L is maximized by setting ii pyTP == }{ )(  if 1)( =iδ . If 0)( =iδ , then L

is maximized by setting iii pyTyP =<< + }{ )1()( . Thus for fixed nppp ,,, 21  the maximum value for

L is
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It is well known from binomial sampling theory that each product is maximized by
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This is corresponds to 
^
S . The argument for ties is identical.

V. The advanced algorithm of computing the reliability

We introduced another method of computing the survival function. At first, we should formulize the PL

estimator as the basic mass of our estimator. Assume no ties.
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After k-th redistribution, the mass of )(ky (= )(kw ) is defined as following equations.
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Therefore, the mass after last redistribution is defined as following equations.
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If we consider the ties, the results are the same as following equations.
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Until now, we derive a mass function, which will be used in the following theorem. We use this mass

function when we redistribute to the right of censoring point. This theorem will support the PL-estimator.

Because Kaplan-Meier (PL) estimator is rational if the survival tendency is fixed. But in the real world,

the events do not occur with same tendency. In this theorem, we distribute a same mass at first. This

assumption will be sufficient in the statistical point of view.

F(last observation)=1

S(last observation)=0

But it is rational considering the weighting of mass, which is located in the right of censoring point when

we redistribute the mass of censoring point to the right. From now, let’s derive a formula of estimating a

survival function, reflecting a tendency of data. The purpose of this paper is to estimate a correct survival

function. Therefore we develop a model that is more realistic.
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VI. MLE of the advanced algorithm

Just like a MLE of PL-estimator, the followings are the MLE of MS estimator.

)(

)(

1

1 '
),'(),(

i

j
i

j

n

i

n

ij
kjki ww

δ

δ

−

= =
∏ ∑ 












. (32)

Let ni
w

w
n

ij
kj

ki
i

j

j ,,1,

'
),'(

),(
==

∑
=

λ .

Then, since 

∑

∑

=

+==−
n

ij
kj

n

ij
kj

i

j

j

w

w

'
),'(

1'
),'(

1 λ  and 1
1'

),'( =∑
=

n

j
kj j

w , we have ∏∑
−

==

−=
1

1'
'

'
),'( )1(

i

j
j

n

ij
kj j

w λ , and since



1=nλ , we get in
i

n

i
i

i

j
j

n

i
i

n

i

n

ij
kjki

ii

i

j
i

j
ww −

−

=

−

==

−

= =

−=−=











∏∏∏∏ ∑ )1()1(

1

1

1

1'
'

1

1

1 '
),'(),(

)()(

)(

)( λλλλ δδ

δ

δ . (33)

It is well known from binomial sampling theory that each product is maximized by
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This is corresponds to 
^
S . The argument for ties is identical.

VII. Summary and conclusion

There are three kinds of approach to estimate a reliability function in nonparametric way, i.e., Reduced

Sample Method, Actuarial Method and Product-Limit (PL) Method. The above three methods have some

limits as follow. In the Reduced Sample Method, first, the censored data are ignored and calculation is

performed using only the observed data. Therefore much information about the censored data is lost.

Secondly, in the Actuarial Method, it does not seem to be a correct assumption that the half of the

censored data drops out at the censored point. This method not only loses but also misuses much

information. In any aspect, these two methods are not more rational than the Product-Limit Method. The

Product-Limit Method has been widely used because the logic is more reasonable than those of the others,

in which if censoring occurs, we are to redistribute the weight of the censored point equally to the

remaining points. But there also exists a limit of redistribution of equal values in the last method. So we

suggest an advanced method that reflects censored information more efficiently.

The paper publish contains a new algorithm of calculating a reliability function. There are two steps in

the algorithm: first, to calculate reliability functions using three nonparametric methods such as reduced

sample method, actuarial method and PL-estimator; second, using the result of the above methods to

recalculate reliability functions. So, the idea of this method is similar to that of the PL-estimator. The

difference between PL-estimator and the method proposed occurs when the weight of censored point is

redistributed. The one redistribute the weight of censored point equally but the other redistributes the

weight of censored point considering the weight of each point that are located at the right of censored

point.

Using the above methods, we have shown that the MLEs of actuarial method, PL-estimator and

advanced algorithm. For the case of actuarial method, the procedure is very simple and the results are

expressed as a compact form. The only difference is the sample size so called “effective sample size”. In



the actuarial method, the censoring information is reflected on the effective sample size. So, the analysis

of the result is natural. For the case of PL-estimator and new one, it is necessary to derive a GMLE

(Generalized Maximum Likelihood Estimator). After we derive a GMLE, the MLEs of PL-estimator and

new one are obtained just following the procedure of it. But the difference of the two exists. The

difference of the two is that in the new method, the mass (or weight) of each point has an influence of the

others but the mass in PL-estimator not.
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