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This paper considers the concept of analog computing based on a cellular neural network (CNN) paradigm to simulate
nuclear reactor dynamics using a time-dependent second order form of the neutron transport equation. Instead of solving
nuclear reactor dynamic equations numerically, which is time-consuming and suffers from such weaknesses as vulnerability
to transient phenomena, accumulation of round-off errors and floating-point overflows, use is made of a new method based
on a cellular neural network. The state-of-the-art shows the CNN as being an alternative solution to the conventional numerical
computation method. Indeed CNN is an analog computing paradigm that performs ultra-fast calculations and provides accurate
results. In this study use is made of the CNN model to simulate the space-time response of scalar flux distribution in steady
state and transient conditions. The CNN model also is used to simulate step perturbation in the core. The accuracy and capability
of the CNN model are examined in 2D Cartesian geometry for two fixed source problems, a mini-BWR assembly, and a
TWIGL Seed/Blanket problem. We also use the CNN model concurrently for a typical small PWR assembly to simulate the
effect of temperature feedback, poisons, and control rods on the scalar flux distribution.
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1. INTRODUCTION

Good understanding and prediction of the nuclear
reactor dynamics are essential parts of correct system
simulation for overall nuclear power plant performance
and safety during transients [1-2]. Previous studies have
proposed generally simplified models to simulate the
reactor kinetics. These models utilize the point kinetics
equations for reactor power calculations [3-8]. There are
also some works that utilize more accurate models such
as the multi-point reactor model, the neutron diffusion
equation, and the neutron transport equation [9-11].
However, these models are based on numerical methods
that are time-consuming and suffer from such weaknesses
as vulnerability to transient phenomena, accumulation of
round-off errors and floating-point overflows. This study
is a continuation of a previous work in which we effectively
simulated the dynamics of a typical nuclear reactor with
a semi-analog medium using the neutron diffusion
approximation to compute the reactor power distribution
[12]. We have now further improved the CNN application
with the time-dependent transport equation. In this work,
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the second-order form of the time-dependent neutron
transport equation in two-dimensional (2D) Cartesian
geometry, together with one equivalent group of neutron
precursor density, temperature feedback, and neutron
poisons consisting of xenon and iodine equations, are
used to evaluate the scalar flux distribution in the core
during the steady state and transient in operation. The
feedback reactivity dynamic model is described in terms
of fuel and coolant temperature changes handled properly
using a feedback reactivity coefficient. Instead of solving
these equations numerically, use is made of a new method
based on the cellular neural network. The CNN method
has great potential to efficiently analyze complex and
stiff models and provide ultra-fast and accurate solutions
[13-17]. The CNN model, which is an equivalent electrical
circuit, is used to simulate a space-time response of scalar
flux in the steady state and transient conditions. The CNN
results are compared against three benchmark problems in
2D Cartesian geometry. Use is made of the CNN model
to simulate step perturbation in the core. The accuracy and
capability of the CNN model are examined in 2D Cartesian
geometry for two fixed source problems, a mini-BWR
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assembly, and a TWIGL Seed/Blanket problem. Finally,
we use the CNN model for a typical small PWR assembly
to simulate the effect of temperature feedback, poisons,
and control rods on scalar flux distribution.

The advantages of the CNN simulator over numerical
methods have to do with its analog and parallel processing
algorithm. They include, but are not necessarily limited
to, reduction in the computational time, circumvention of
the exponential increase in complexity as the scale and
dimension of problems increase, and the capability of
modeling transient conditions. The CNN model, being an
online and real-time system, can simulate the effect of
system parameter variations during simulation.

CNN can be implemented by VLSI (Very Large-
Scale Integrated) technology or emulated by FPGA
(Field Programmable Gate Array), so the solving time is
drastically reduced compared to solving by simulation on
a PC. Some authors have tried to show the capability of
CNN in reducing the computational time by implementing
the CNN using FPGA. The simulation of two-dimensional
compressible flow on emulated digital CNN-UM was
studied by Sandor Kocsardi et al. [18]. They used FPGA
implementation of emulated digital CNN to improve the
performance of their solution. The properties of the
implemented specialized architecture were examined in
terms of area, speed and accuracy. Results show that an
order of 21-time speedup could be achieved compared to
Intel Core2Duo T7200 processor running on 2 GHz. In
another work, a multilayer discrete time CNN simulator
of the heat equation implemented on an FPGA was
presented [19]. The FPGA implementation acting as a
hardware accelerator was used to reduce the excessive
computing time by a factor of 34.

2. THEORY

2.1 Architecture of CNN

The basic unit of a CNN is called a cell. It contains
linear and nonlinear circuit elements that typically are
capacitors, resistors, controlled sources and an independent
source. The structure of a two-dimensional (2D) 3 X3
CNN is shown in Fig. 1.

Consider an M XN cellular neural network, having M
rows and N columns. We call the cell on the i row and j"
column cell (i, j) and denote it as C(i, j).

The cell architecture has been discussed thoroughly
in previous studies [12], [20]. However we now modify
the equivalent electrical circuit of each cell to model the
second order form of the time-dependent neutron transport
equation using CNN. Fig. 2 shows a new cell electrical
circuit where the suffixes X, d, € and y denote the state,
differentiator input, differentiator output and cell output,
respectively. The node voltage vy of C(l, j) is defined as
the state of the cell. The node voltage vy is called the output
of C(i, j).
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We can observe in Fig. 2(a) that each cell contains
one independent current source, one linear-capacitor C,
three linear resistors Ry, Re and Ry, one linear voltage-
controlled voltage source, a Second Order Differentiator
(SOD) and linear voltage-controlled current sources, which
are coupled to neighboring cells via the feedback from the
output voltage vy of each neighbor cell C(i',j").

Particularly, ly. (i, j:i', j")(with L=1,2,...k) are linear
voltage-controlled current sources with the characteristics
Lo (i, Joi', J)=A, j:1', J). vy for which A, j:i', ') is the
output feedback from cell (i', j') to cell (i, j), Le(i, j:i, j) is
a linear voltage-controlled current source with the
characteristics lLe(i, j:i, j)=veij; Va(i, j:i, j) is a linear
voltage-controlled voltage source with the characteristics
Vx(i, J:i, ))=Dgain-vsij; SOD is a second order differentiator
with the characteristic Veij=-d°v/d’t; an electrical circuit
is shown in Fig. 2(b); and (i, j:i, j) is a piecewise-linear
voltage-controlled current source, lyx = (1/Ry)f(vyj), with
characteristic f(-), as shown in Fig. 3.

The second-order nonlinear differential equation
defining the dynamics of each cell can be derived as
follows:

State equation:

Avyii 1 s
C% =iy T Yetnen, i) A jik, Dy,
s ' ' @
+ Iy~ Dgain 2 1 S i<M,1<j<N
Output equation:
Vo, Vxij 2V,
Vyij = Vxijp 0 S Vxij <V %)
0, Otherwise
r———71 r=—=——71 r———71

| [ I |
: c(1,1) I—: c(1,2)

l—: c(1,3) :
I |

—: c(2,3) :
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|
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Fig. 1. A 2D Cellular Neural Network of Size 3 X 3. Squares
are the Circuit Units Called Cells. Links Between Cells
Indicate Interactions Between Them.
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2.2 Reactor Core Dynamic Equations

Reactor core dynamics are represented by linear and
nonlinear differential equations with varying coefficients,
which are functions of the core operating conditions (power
level, coolant and fuel temperatures, coolant density, poison
buildup, burn-up rate, etc.)[21]. In this study we used a
dynamic model based on the neutron transport equation
with the following assumptions:

* Spherical Harmonic expansion for angular dependency
of neutron transport equation.

* Multi-group approximation for energy domain.

¢ One equivalent group of neutron precursor density.

* Neutron poisons consisting of xenon and iodine.

» Temperature feedback of reactivity

2.2.1 Neutron Transport Equation

The time dependent multi-group neutron transport
equation with isotropic scattering and delayed neutrons is
given as:

10 . R
[—— +0.V+ 0, t)] Py(7.Q,t)

vy Ot
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X N N
ol ) Z Vo g (7, 0y (7, 1)
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Cy=1PF R,=1kQ R1=750
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where g is the energy group index such that g € [1,G], such
that G is the total number of energy groups; r is the position;
Qis the direction of travel; t is time; v is the neutron
velocity; o is the total cross section; ¥ is the angular flux;
¢ is the scalar flux; o is the scattering cross section; oy is
the fission cross section; ), and ) are the fraction of prompt
and the delayed fission neutrons born, respectively; C is
the precursor concentration; A is the decay constant; f is
the total fraction of fission neutrons that are delayed; Kes
is the multiplication factor; and Q° is the external source.
To obtain the second order form of the time dependent

2 V)

O

v

Fig. 3. The Characteristics of the Nonlinear Controlled Source.
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Fig. 2. a) New Cell Circuit where C is a Linear-capacitor; Ry, Re and R, are Resistors; I is an Independent Current Source; ly(i,j;i%;j")

Piecewise-linear Voltage-controlled Current Source, and SOD is a Second Order Differentiator. b) Electrical Circuit of SOD.
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neutron transport equation we use the spherical harmonic
expansion of the angular flux as:

Yg(70) = Zoo(2n+ 1)
X Z?nzo[d)nmg (F)cosme @
+ Yumg (F)sinm@] Py, (cosO)

where 0 and ¢ are the axial and azimuth angles. B, (cos6)
is the associated Legendre polynomial. The source term
in the neutron transport equation is also expanded into
normalized spherical harmonics as is done with the angular
flux. The application of a Galerkin scheme to the neutron
transport equation results in a set of first-order partial
differential equations. These first-order partial differential
equations allow odd moments (n = odd) to be expressed
in terms of the even moments and their derivatives. If
these expressions for the odd moments are substituted
throughout all equations, the resulting system is obtained
as a set of second-order partial differential equations [22].
The second-order form of the P, approximation to the
two-group, 2D neutron transport is given below for an
isotropic source and a homogeneous case.

i _ 1y YIr\9¢i(r) 1 92¢4(nt)
vl(zatl 0511 — (1 B)_keff) a7 o

1( 92 92
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o0 — 6o — (1 — )20z 2820
= (2052 0520 — (1 —B) keff) =
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U% a2t + 3 (axz + ayz) ¢2 (rﬁ t) (S-b)

— 012(0p — 0522) P, (1, 1)

+ 042051201 (7, 1)

2.2.2 Neutron Transport Boundary Conditions

The usual boundary condition used with the neutron
transport equation is the vacuum boundary condition,
which assumes that there are no incoming neutrons from
the exterior regions to the problem domain. If the transport
equation is solved in a volume V with a surface I, then the
vacuum boundary condition is expressed in the following
form:

YR QEL)=0foriG<0atferl ©)

In the spherical harmonic approximation of the neutron
transport equation we use the following form of the above
equation for the vacuum boundary condition in steady state:

S50 QP,,,,(cos@) sinmg Y(HQE)=0 (7-8)
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Jageo T QP (cos8) cosmp (7,0, E) = 0 (7-b)

where nisevenandn<N,0<m<n, reTI.

When the angular integrations in the equations (7-a)
and (7-b) are carried out for the proper angular intervals,
the resulting expressions contain both the even and the
odd moments. At that point, the odd moments are replaced
by the odd moment expressions in terms of the even
moments and their derivatives. After that substitution, the
boundary conditions consist of even moments and their
derivatives in a coupled form. Further simplification of
the boundary conditions is carried out by dropping all
moments and derivatives that do not have the same indices
as the weight function used in the angular weighting
process for that specific boundary condition [22].

By using the above process, the following equation
gives the P, boundary condition for the right side of a
rectangular region. Similar equations for the top, left and
bottom sides can be determined.

2 3¢
P+ =0 ®

At reflected boundaries the moment is either zero or
has zero gradients, depending on whether the spherical
harmonic has odd or even parity there.

2.2.3 Delayed Neutron Precursor Equation

The effective one group delayed neutron precursor
density is [21]:

a 1
—=—Ac+ Pl B Uoh )
2.2.4 Poison Equations

Xenon and Iodine have the highest yield and absorption
cross sections among other poisons, and thus their
concentrations influence neutron population more
effectively than other poisons.

ax
a_ce = (—Axe — OgxeP2)Xe + L1 + yxo0p¢

al
a = —AII + ]/lo-fd)

(10-9)
(10-b)

where Xe and | are Xenon and Iodine concentrations in
(nuclei/cm?), A and y are decay and yield constants, and
Oax 1s the microscopic absorption cross section for Xenon.

2.2.5 Temperature Feedback Equation

Temperature feedback affects the neutron flux and
reactivity through the following equations:

orT

T = At — VT () (11-9)

P(t) = Pexe.(t) — a;T(t) (11-b)

where T is the coolant and moderator temperature, p(t) is
the instantaneous reactivity made up of the external
reactivity p.«(t) and reactivity feedbacks orT.
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3. CNN MODEL

To solve the above equations and simulate the steady
state and transient behaviors of neutron flux distribution
in the core, a symmetric nodalization in discretized
Cartesian coordinates is applied. At each grid point, the
neutron flux is ¢y(X, y) and is associated with ¢g(iAX, jAY).
Using a Taylor series expansion in space, the transport
equation becomes:

%(20 O~ (1) eff) a¢at(t)
—,,—11232"32’5"‘) A B — 4910 + 910
+I O + 61 @) — ol (0 — o)y (128
+ k—lﬁ (ati’lj(l By %) gi vali ot (t)
+(alia- —) cti(t) + 6/ qets
it
i R ORI

+6, (O + 8,0 + 9,7 (©)
tzl(atz - szz)d’;](t)"'aclz} 511;2 1 Y@
Comparison of Egs. (12-a) and (12-b) with Eq. (1),

results in 2D, 2 layer CNN cells with the following
equivalent electrical elements:

(¢)=i( i, m) _
C\%g o 205 —Osgg — (1 ﬁ)keff , g=1.2

R =1/02, g=12
(bg) _ _
Dgaign =1/v}, g=1.2

A (i ji+1,j+1)=1/30x2 g=1, 2
A®I(, 31, )) = 0440511 + (Gm(l = )+
—4/(34x?)

ACD(i, ji i, ) = 01,0525 — 4/(3AX2)
A@P2)(i, j; i, j) = (O'tl(l B) +
A@28D (i, j; i, j) = 0,041,
AOGfi) = ond -2

[S(¢1)

)V0f1

kerr (13)

)vafz
kerf

— e
=0nq

(n) . .
where C™ and R:"are the n™ layer capacitance and resistance,

D%, is the n™ layer differentiator gain, A™(i, j, I', J) denotes
the linear voltage-controlled current source gain that interacts

NUCLEAR ENGINEERING AND TECHNOLOGY, VOL.43 NO.3 JUNE 2011

node i, j in the n™ layer with i', j' in the m™ layer of the g"

energy group; | is the " layer independent current source.
Similarly, the equivalent CNN electrical elements for

delayed neutron precursors and poisons are as follows:

c© =1
RY =1/2 (14)
Al99)(i,ji i, j) = Bvoy, g =1,2
c¥e =1,
ch =1,
RD =1/2, B
{ R;(cxe) = 1/(7LXe + Ua,Xed’;})v (15)

AU(i, 1, )) = yi07, g =12,
AZe9(i,ji i, ) = Yxe0pg g =12,
AXED(G i, 1) = A,

where R® is a voltage-controlled resistor (VCR) that is
a function of neutron thermal flux ¢,

Todine cross sections and xenon absorption cross section
for fast neutrons are ignored. Therefore, to include poison
effects, on is replaced by o + Gaxe. Xe"! in all equations.

Temperature feedback is modeled in CNN as:

{R;T) o (16)
ATP (4,0, j) = Ay

4. CASE STUDIES

To verify the CNN results and show the ability of
CNN in computing of neutron flux distribution in steady
state and transient conditions in the core, we examine
four case studies. The first case study consists of two
fixed source problems. In this case we solve the one
group P, approximation of the neutron transport equation
in 2D Cartesian geometry. The second is the 2D TWIGL
problem that models a 160.0 cm square reactor consisting
of three material regions. In this problem the two-group
neutron transport equation and the precursor equation are
simulated by CNN. The third case study is a mini-BWR
assembly problem that is a simplified 2D simulation of a
miniature BWR fuel assembly. In the final case we use
the CNN model for a typical small PWR assembly to
simulate the effect of poisons, temperature feedback, and
control rods on scalar flux distribution.

Since the required CNN model for simulation of nuclear
reactor dynamics is very complex, it iS necessary to use
computer codes to study the transient behavior. In the
following case studies, the HSPICE software (version
A2007), which is a professional electrical circuit simulator,
is used to simulate the CNN model.

4.1 Case 1: Fixed Source Problems
In this case we examine two fixed source problems.
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The first source problem is a one group fixed source
problem that has been widely used by Fletcher, Kobayashi
and Inanc and is known as Fletcher’s problem [22-24].
As shown in Fig. 4, the problem domain is a square with
a side length of 4.0 cm. The top and the right sides of the
problem use the vacuum boundary condition while the other
sides are reflective conditions. The material of the problem
is a pure absorber and the problem domain is homogenous.
The total cross section for the region is ;= 1.0cm ' and the
scattering cross section is 0; = 0.0cm . The problem has a
normalized constant source g° = 0.69444 neutrons.cm >.s
in a 1.44 cm? zone at the lower left corner.

To simulate this problem using CNN, the Cartesian
space is discretized into 30 % 30 nodes, and then the values
of CNN model elements are computed by using Eq. (13)
for the one group neutron transport equation.

A ylem]

4.0

X [Em]
40
Fig. 4. The Geometry and Dimensions for Fletcher’s Source
Problem.
x10°
25 -
i| = CNN method
|| mmm- Modal methad |
Fletcher
2 . T DR, SO WO % . L Lo

n

--------------------------------------------------------------

Scalar flux

. N

0.s 1 15 2 25 £ 345
Dsitance [cm]

Fig. 5. Comparison of Total Flux along Line y=3.9 cm for
Fletcher’s Source Problem.
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Fig. 5 shows the scalar flux computed by CNN
compared with the Fletcher and nodal method results
along line y=3.9 cm [22]. The difference between the
CNN result and that of the nodal method is less than 1%.
However, this value for Fletcher’s results is ~4%.

The second problem has been presented by Natelson
(1971) [22]. This problem is also a one-group source
problem. As shown in Fig. 6, Natelson's problem resembles
Fletcher’s problem but this problem has two different
material regions. In addition to that, all boundaries are
reflective boundaries. The neutronic parameters of the
source region are different from the neutronic parameters
of the outer region. The total cross section is g = 1.0cm™
in the source region and the scattering cross section is 0s =
0.25cm™'. The scattering cross section in the outer region
is ;= 0.5cm™ while the total cross section is the same as

1 vlem]
3.0
10F
x [em]
L ] 1
P
0.0 1.0 3.0
Fig. 6. The Geometry and Dimensions for Natelson’s Source
Problem.
0.045
CNN method
I S S A E— Nodal method
0.04
L e S OOEEEER =
H L e e el BT T L L L L PR PR EEEEPEERERR "
@ L R S R RTE T TERETCREP R 4
0o 5, N SN S ]
oois |- B S ]
; S Ee—
001 i i -
o 05 1 Tsa 2 25 3

Distance [cm]

Fig. 7. Comparison of Total Flux along Line y=3.0 cm for
Natelson’s Source Problem.
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that in the source region. The problem has a normalized
constant source ° = 1.0neutrons.cm™.s ' ina 1.0 cm’ zone
at the lower left corner.

Using space nodalization as in the previous problem,
this problem is simulated by HSPICE. Fig. 7 shows the
scalar flux computed by CNN compared with that computed
by the nodal method along line y=3.0 cm [22]. The
difference between the CNN result and that of the nodal
method is less than 3%.

In this part we examined two fixed source problems.
In these problems the one-group neutron transport
equation was modeled and simulated by CNN. The CNN
model results for both source problems are in good
agreement with Fletcher’s and the nodal method’s results
(Figs. 5 and 7).

4.2 Case 2: 2D TWIGL Problem

Another problem that was found to be suitable for
verifying the CNN model is the 2D seed/blanket problem,
developed for the purposes of validating the TWIGL
diffusion theory code [25]. This problem has become a
commonly used test problem for time-dependent diffusion
theory and neutron transport codes and is traditionally
referred to as the “TWIGL Problem”. While this problem
has not been standardized and a reference solution is not
available, qualitative comparison can be made to previously
validated results that are available in the literature.

The 2D TWIGL problem models a 160.0 cm square
reactor consisting of three material regions: unperturbed
seed regions that contain the primary fissile material, an
identically composed perturbed seed region to which
time-dependent properties will be introduced, and a
blanket region that contains fissile material and surrounds
the core on all sides. The 2D model is laid out in quarter-
core symmetry, as shown in Fig. 8.

In the initial state, this hypothetical TWIGL reactor is

Ay
D Rl cmpm—
[cm] "
1
56.0 } IR “CeontmtielSend
| Perurbedseed
: [[] -Bianket
| — “ReflectedBoundary
24.0 i - Boundary
:
i
X,
0.0 240 56.0 80.0
[cm]
Fig. 8. Problem Schematic for 2D TWIGL Seed/Blanket

Problem.
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slightly subcritical and the perturbed and unperturbed
seed regions have identical material properties. The initial
two-group properties for both materials are provided in
Tables 1, and 2. Tables 3 and 4 provide the one delayed
group constants and additional parameters that will be
required to perform a time-dependent calculation [26].
By selecting a cell size equal to 4 cm x4 cm, the CNN
model simulates the two-group neutron transport and one
group of delayed neutron precursor equations by HSPICE.
The first simulation is performed with HSPICE to determine
the value of kes needed to reach criticality. The subcritical
reactor state described by the values in Tables 1-4 can be
made critical by dividing all of the fission cross sections,

Table 1. Material Properties for 2D TWIGL Problem, Seed

Regions.
Energy Oy O VO, [ 5M O
group [cm™] [cm™] [cm™] [cm™] [cm™]
1 0.023810| 0.0010 | 0.00070 |0.021810 0.0
2 0.083333| 0.0150 | 0.020 | 0.0010 |0.068333

Table 2. Material Properties for 2D TWIGL Problem, Blanket

Region.
Energy O Oae VOr, Oiig Ok
group [cm™] [cm™] [cm™] [cm™] [cm™]
1 0.025641 | 0.000810 | 0.00030 |0.023841 0.0
2 0.06667 | 0.005000 | 0.006000 | 0.0010 |0.061667

Table 3. Neutron Generation Parameters for 2D TWIGL

Problem.
Vg Xp Xd
Energy group [mis] ) )
1 1.0000E+07 1.0000E+00 1.0000E+00
2 2.0000E+05 0.0000E+00 0.0000E+00

Table 4. Kinetics Parameters for 2D TWIGL Problem.

A
Delay group ([_3) )
1 7.5000E-03 8.0000E-02

249



PIROUZMAND et al., Analog Computing for a New Nuclear Reactor Dynamic Model Based on a Time-Dependent Second Order form of the Neutron Transport Equation

V3, by ke and then changing the value of ke until criticality
is reached. A reference value for ke calculated in steady-
state is given as 0.914193[26].

The CNN calculation yields ket of 0.916657, which
differs from the reference value by +0.27%. The steady
state neutron scalar flux distributions are shown in Figs 9
and 10. These results are comparable to Taylor’s results
computed using method of characteristic (MOC) [26].

To show the ability of CNN in transient simulation,
we introduce a step transient in the reactor by decreasing
the thermal macroscopic transport cross-section, Op, in
the perturbed seed region from the initial value of
0.83333 cm' to a final value of 0.82983 cm™. Fig. 11
compares the transient result calculated by CNN with
reference transient resulting from the step change in o:
[26]. There is some error between the CNN results and

0.015 ~

0.01-]..-7F

Scalar flux

0.005...-

X node number Y node number

Fig. 9. Group 1 Steady State Scalar Flux Distribution for 2D
TWIGL Problem.

X node number Y node number
Fig. 10. Group 2 Steady State Scalar Flux Distribution for 2D
TWIGL Problem.
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the reference results for step perturbation insertion (Fig.
11). The main reason for this error is the different
approaches that have been utilized by the two models.
While the CNN model uses spherical harmonic
expansion of the angular flux, the reference’s solution is
based on the method of characteristic (MOC).

4.3 Case 3: 2D mini-BWR Assembly Problem

The 2D mini-BWR assembly problem is a simplified
2D simulation of a BWR fuel assembly, the surrounding
coolant, and a portion of a fully inserted cruciform control
rod. The fuel assembly is square with X and y dimensions
both equal to 3.2 cm and is centered inside a 4.8 cm square
coolant channel. One quarter of the control rod is modeled,
i.e., half of two of the four cruciform blades, with each
wing of the control blade being 2.4 cm long and 0.4 cm

B —F 1 ® § 7 I 1

0 01 02 03 04 05 06 07 08 09 1
Time [s]
Fig. 11. Comparison of Normalized Thermal Power for the 2D
TWIGL Benchmark.
fem] 1Y
4.8 |
4.0 . Fual
[] Absorber
I:] Coolant
24 — Reflected dary
0.8
0.4
X o
0.0 0408 24 40 4.8 [cm]
Fig. 12. Problem Schematic for 2D Mini-BWR Assembly
Problem.
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wide. Fig. 12 shows a model that is decomposed into
uniform 0.4 cm square cells.

One-group material properties for each of the three
regions in this problem were calculated using the
CASMO-4 lattice physics code; these data are provided

Table 5. Material Properties for 2D Mini-BWR Assembly

Problem.
Delay (o Oa VO; O
group [cm™] [cm™] [cm™] [cm™]
Fuel 0.436526 | 0.0251889 | 0.0350929 | 0.411337
Coolant 0.487382 10.00254071 0.0 0.484841
Absorber | 0.643697 0.1 0.0 0.543697

in Table 5 [26].

CASMO-4 was utilized by Taylor to generate a
reference solution for this assembly configuration using
input specifications that are consistent with the 0.4 cm
square grid shown in Fig. 12. The CASMO-4 reference
value for the effective multiplication factor, ke is calculated
to be 0.82904.

CNN simulation is performed for two cases. In the
first case the problem domain is discretized into 12 X 12
nodes, while in the second we consider 24 x24 nodes.
The computed values of ker by CNN for these two cases
are 0.82537 and 0.82613, respectively. By increasing the
number of nodes in the CNN model, the accuracy of the
CNN method increases so that the difference between the
ke computed by CNN and the reference value decreased
from 0.44% to 0.35%.

The normalized scalar neutron flux calculated by the
CNN method is tabulated in Table 6, with the percent

Table 6. Normalized Scalar Flux Distribution Calculated by CNN Method where Second Number in Each Cell is Percent

Difference of CNN and Reference Results.

12 0.829
2.86%
1 0.843 0.866
247% | 0.76%
10 0.866 0.882 0912
2.84% | -042% | -1.42%
9 0.883 0.900 0.934 0.95
243% | -0.93% | -1.08% | -2.05%
3 0.902 0.925 0.953 0.967 0.990
1.99% | -0.46% | -1.12% | -2.08% | -2.1%
7 0.929 0.948 0.971 0.986 0.996 1.016
1.63% | 0.53% | -1.21% | -1.8% | -2.05% | -1.22%
6 0.970 0.976 0.986 0.997 1.007 1.024 1.031
0.87% | -0.19% | -1.40% | -1.90% | -2.07% | -1.32% | -1.29%
5 0.986 0.990 0.998 1.007 1.015 1.030 1.037 1.042
-0.01% | -0.49% | -1.38% | -1.78% | -1.90% | -1.21% | -1.18% | -0.99%
4 0.997 1.000 1.007 1.014 1.022 1.035 1.040 1.044 1.047
-0.09% | -0.55% | -1.28% | -1.62% | -1.68% | -1.00% | -0.96% | -0.83% | -0.53%
1.005 1.007 1.013 1.019 1.025 1.036 1.041 1.045 1.048 1.050
3 -0.02% | -0.35% | -0.89% | -1.16% | -1.14% | -0.53% | -0.46% | -0.28% | -0.1% | 0.44%
) 1.010 1.012 1.016 1.021 1.026 1.036 1.040 1.044 1.047 1.048 1.044
0.17% | -0.02% | -0.11% | -0.21% | -0.19% | 0.29% | 0.42% | 0.56% | 0.82% | 1.08% | 0.96%
| 1.012 1.014 1.017 1.022 1.026 1.035 1.039 1.043 1.045 1.045 1.045 1.044
0.33% | 021% | 0.13% | 0.15% | 0.12% | 0.72% | 0.72% | 0.85% 1.1% 1.07% | 1.16% | 1.19%
1 2 3 4 5 7 8 9 10 11 12
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difference of the CNN method from the CASMO-4 code.
The largest error in the CNN neutron flux distribution
can be seen in Table 6; it occurs at the location of the
absorber.
Fig. 13 shows the scalar flux distribution calculated

by CNN for 24 <24 nodes. This figure shows the effect . .
of a perturbation applied to the total cross section in the
control rod region on the scalar flux distribution. The
value of the total cross section decreases from the initial

value by 1.2%, 2.4%, and 3.6%. . .

4.4 Case 4: 2D Small PWR Fuel Assembly

This problem is a small two dimensional PWR fuel
assembly with vacuum boundaries. The assembly (see /
Fig. 14) is 12 cmx 12 cm and contains 64 (8 X 8)
homogeneous lattice cells, four of which are control rods |:| Fuel pins
Zf ;sja;tlelfi léo[lgz ]F27]. The nuclear data is given in Tables 3, . Contral rods! WeterTioles

The CNN model includes a two-group P, approximation Fig. 14. Fuel Assembly Geometry for the Small PWR Model.

12 [em]

Scalar flux
o
=
1
Scalar flux

¥ [cm]

Scalar flux
Scalar flux

% [em]

(c) (d)
Fig. 13. Scalar Flux Distribution for Mini-BWR Assembly Calculated by CNN for Different Values of Total Cross Section in
Control Rod Region, a) Initial Value, b) 1.2% Decrease, c) 2.4% Decrease, and d) 3.6% Decrease.
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of neutron transport, one group delayed neutrons,
temperature feedback, and poison equations. In fact, a six
layer, two dimensional CNN is needed to model the reactor

Table 7. Material Properties for 2D Small PWR Assembly
Problem.

kinetic equations.

There is no reference solution for this problem;
however, we can use this problem to examine the whole
kinetic system response qualitatively.

To simulate this problem using CNN, the Cartesian
space is discretized into 25 X25 nodes, and then the
value of the CNN model elements are computed by using
Eqs (13)-(16).

Energy o o o . The first simulation is done to investigate the effect
Material N " 52? & f th f I rods on the thermal and f
group [em] [cm] [cm] [cm’] of the presence of control rods on the thermal and fast
flux distributions. Figs. 15 and 16 illustrate the solution
1 0.1852 | 0.1772 0.00 0.006
Fuel
2 0.6061 0.0120 | 0.5211 0.110
Table 8. Kinetics Parameters for 2D Small PWR Assembly
1 0500 | 0.500 | 0.00 0.00 Problem
Water i
2 1.1111 0.040 1.1011 0.00 7, =0.0638 M=2.8T7e-5[s"] ar=0.016
1 0.1111 0.0311 1.2222 0.00 y=0.0267
Absorber e = 0.00228 Axe =2.09e-5 [s7']
2 2.2222 0.000 0.00 0.00 Ax=12.5
0.02 o
0.018 0.008 g
y
E 3 “ \ 0.016 i 0.006 H 7
2 ' AR Gl N H .
. . SEESS S g omy \\ e ‘
o1 . I TR 0. \\\\\\\ o014 \ \\\ e
001 Z [" ““’ e ““““‘\ .01 v ““‘\\\ I

(@) (b)

Fig. 15. The Distribution of Scalar Flux Computed by CNN when Control Rods are Not Inserted Into Core (a) Fast Group (b)
Thermal Group.
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0.016
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Fig. 16. The Distribution of Scalar Flux Computed by CNN when Control Rods are Not Inserted Into Core (a) Fast Group (b)
Thermal Group.
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Fig. 17. The Thermal and Fast Flux Distributions (a) Before and (b) After Step Reactivity Insertion.

of thermal and fast fluxes computed by CNN for two
situations: once when the control rods are inserted into
the core and another when they are not and the holes are
filled with water. Figs. 15(b) and 16(b) properly show the
effect of the control rods on thermal flux distributions.

In the second case, we simulate a positive step
reactivity insertion of 0.25 dollars. Fig. 17 shows the
thermal and fast flux distributions before and after the
step reactivity insertion.

5. CONCLUSIONS

In this work we introduced a time-dependent second
order form of the neutron transport equation. Implementation
of the new equation compared with that of the traditional
form of the neutron transport equation is easier because
the new equation has a form analogous to the neutron

254

diffusion equations. Also, the number of unknown variables
is significantly reduced [22]. We also introduced a new
cell circuit for CNN to extend the capabilities of CNN
for simulation of more complex systems such as time-
dependent second order forms of the neutron transport
equation.

The purpose of this paper was to develop a new
simulator for nuclear reactor dynamics based on CNN.
After modeling the governing equations using CNN we
used four case studies to verify the accuracy and examine
the capabilities of the CNN model in simulating steady
state and transient situations. The CNN model was used
to simulate the space-time response of scalar flux
distribution in the steady state and transient conditions.
Use was made of the CNN model to simulate step
perturbation in the core for different test problems.

The CNN method has great potential to efficiently
analyze complex and stiff models and provide ultra-fast
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and accurate solutions. The advantages of the CNN
simulator over the numerical methods have to do with its
analog and parallel processing algorithm. These advantages
include, but are not necessarily limited to, reduction in
the computational time, circumvention of the exponential
increase in complexity as the scale and dimension of
problems increase, and the capability of modeling transient
conditions. The CNN model, being an online and real-
time system, can simulate the effect of system parameter
variations during simulation. It is also possible to implement
the complete algorithm using very large-scale integrated
circuit technology (VLSI).

To improve the accuracy of the existing CNN model
and convert it to a more practical model for simulating
nuclear reactor dynamics, we will try to use P; or Ps
approximation of the neutron transport equation and also
the decay heat equation in future works. This model can
be extended to three-dimensional geometry.
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