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This paper presents the most important developments implemented in the APOLLO2 spectral code since its last general
presentation at the 1999 M&C conference in Madrid. APOLLO2 has been provided with new capabilities in the domain of
cross section self-shielding, including mixture effects and transfer matrix self-shielding, new or improved flux solvers (CPM
for RZ geometry, heterogeneous cells for short MOC and the linear-surface scheme for long MOC), improved acceleration
techniques (DP;), that are also applied to thermal and external iterations, and a number of sophisticated modules and tools to
help user calculations. The method of characteristics, which took over the collision probability method as the main flux
solver of the code, allows for whole core two-dimensional heterogeneous calculations. A flux reconstruction technique leads
to fast albeit accurate solutions used for industrial applications. The APOLLO2 code has been integrated (APOLLO2-A)
within the ARCADIA® reactor code system of AREVA as cross section generator for PWR and BWR fuel assemblies.
APOLLO?2 is also extensively used by Electricité de France within its reactor calculation chain. A number of numerical
examples are presented to illustrate APOLLO2 accuracy by comparison to Monte Carlo reference calculations. Results of the

validation program are compared to the measured values on power plants and critical experiments.
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1. INTRODUCTION

The APOLLO?2 spectral transport code, developed at
the Commissariat a 1’Energie Atomique et aux Energies
Alternatives (CEA) with financial support from AREVA
and EDF, is widely used for cross section generation and
direct transport calculations, including a large range of
applications in reactor physics, criticality safety studies
and fuel cycle analysis. Its utilization covers R&D analysis,
interpretation of reactor experiments and industrial
applications. The code is an integrated component for
multigroup cross section generation of other CEA and
third-party industrial software packages and it is also used
for benchmarking and educational activities.

APOLLO? is used for routine as well as for reference
transport calculations. It is the main tool used for the design
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and analysis of all the CEA reactors and experimental
facilities. [1] The code has been and is being intensively used
for the conception of the new CEA experimental reactor
JHR. [2, 3] In particular, the unique capability of APOLLO2
to compute curved fuel plates shaped along circle involutes
[4] has been used for the core cycle analysis of the High
Flux Reactor of the Laue Langevin Institute. [S] APOLLO2
provides self-shielded cross sections and neutron spectra
for the DARWIN [6, 7] code system for fuel cycle studies
and it is also an integrated component of the French Institute
for Radiation Protection and Nuclear Safety (IRSN)
criticality package CRISTAL [8] for safety assessments,
where the self-shielding procedures and the discrete
ordinates and collision probabilities solvers of APOLLO2
are put to use to generate homogenized cross sections for
multigroup Monte Carlo calculations. The latest version of
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the package uses also the depletion module of APOLLO2
via the DARWIN package for burnup credit.

The APOLLO2 code has been integrated (APOLLO2-
A) within the ARCADIA® reactor code system [9] of
AREVA as cross section generator for PWR and BWR
fuel assemblies. It is also extensively used by the French
utility Electricité de France (EDF) for reactor physics
analysis and multigroup library generator, [10] and is a major
component of EDF’s core calculation chain providing
input data to the core code. APOLLO?2 is used in the
European NURESIM/NURISP platform for nuclear
reactor simulation [11] as the main tool for cross section
generation and for two-dimensional detailed whole core
calculations. It is also a main component of the three-
dimensional coupled core-plant system for accidental
reactor transient simulation HEMERA. [12]

The current version of the code (APOLLO2 2.8) uses
the external cross section library APOLIB based mainly
on the most recent JEFF nuclear data evaluation. A
continuous effort is done to validate newly evaluated
nuclear data, such as JEFF-3.1.1. [13] Accurate calculation
schemes have been defined: a two-level scheme, based on
collision probabilities (CP) with the XMAS [14] 172-groups
energy mesh followed by a 20-groups discrete-ordinates
finite-differences or transverse nodal calculation, was
recommended with the previous APOLLO2.5 package,
[10] while a full MOC scheme with the 281-group
SHEM [15] energy mesh has been adopted for the latest
APOLLO2.8 package. [16, 17] APOLLO2 calculations of
the various neutronics parameters are validated against
LWR targeted experiments [18, 19] performed in the
EOLE and MINERVE experimental reactors located at
CEA-Cadarache. [20, 21] Fuel inventory prediction is
validated against Post-Irradiation Experiments carried out
in French PWR and German BWR assemblies. [22]
APOLLOQO?2 itself is consistently verified [23] with the
CEA continuous-energy Monte Carlo code TRIPOLI-4,
[24, 25] whose cross sections are generated with the
same nuclear-data processing tool GALILEE. [26]

The APOLLO2 multigroup transport code was written
from scratch incorporating and extending the capabilities
of the original APOLLO code. [27, 28] The code was
written in FORTRAN 77 and was organized in a modular
structure thanks to three auxiliary in-house software
packages, [29, 30] which allow for data structuring,
dynamic memory management and the use of a user’s
command language [31] that facilitates the organization of
the input stream with the help of user’s procedure libraries.
Also, new developments are tested on multiple platforms
against a problem data base which is regularly updated.

The general characteristics of the first version of the
code were presented twenty two years ago [32] and an
update was published twelve years latter. [33] In the
meantime a large number of publications and presentations
in international meetings have illustrated example
applications and the new methodologies incorporated in
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the code. Detailed presentations of APOLLO2 have also
been the object of three workshops. [34 - 36]

The purpose of this paper is to present the most
important developments that have been incorporated in
the code since the last general presentation at the Madrid
international meeting. [33] Besides the external multigroup
data and the verification and qualification work, the basic
ingredients of a spectral code are physical models and
transport solvers. The formers consist mainly of
homogenization models: cross section self-shielding
techniques [37, 38] to compute problem-dependent
multigroup data and leakage models [39, 40] and
equivalence methods [41, 42] to construct the multi
parameterized libraries that are passed to the core code for
core kinetic and depletion calculations. Moreover, the code
can treat stochastic dispersions of grains in homogeneous
matrices by the double heterogeneity technique for both
the collision probability method [43, 44] and the method
of long characteristics, [45, 46] and has the capability to
carry out leakage calculations for mutually interacting
assemblies. [32] APOLLO2 flux solvers are based either
on the collision probability method (CPM) - full CPM,
interface-current techniques (ICT) [47] and simplified
ICT (multicell methods) [32] - or on different spatial
discretizations of the discrete ordinates form of the
transport equation comprising finite differences, transverse-
nodal and short and long characteristics (MOC) methods.
[48, 4] With the exception of the integro-differential
transport (IDT) module, [48] which has three-dimensional
capabilities, all APOLLO2 solvers cover the one- and two-
dimensional geometries. Besides these main components
there are a number of tools to perform depletion
calculations, perturbation reactivity analysis [49] and
first-order perturbation analysis, on-the-fly tabulations of
mathematical functions, constructors for geometries and
internal objects used by the code, and many more.

In this paper we focus on a presentation of the most
relevant techniques that have been lately added to the
code. In the next section we briefly describe the modular
structure of the code. In Section 3 we briefly review the
external cross section library of APOLLO2, while in the
following section we present the new self-shielding
models. A flux reconstruction technique that speeds up
the depletion calculations is presented in Section 5.
Recent flux solver developments are presented in the two
following sections. Section 6 discusses an RZ collision
probability method, while Section 7 deals with recent
developments for the short and long characteristic
methods. Section 8 illustrates the capability of APOLLO2
to carry out two-dimensional whole core transport
calculations, Section 9 gives a brief summary of the most
relevant additional features and Sections 10 and 11 give a
description of the use of APOLLO2 in AREVA’s
ARCADIA ®reactor codes system and in EDF’s industrial
calculation schemes, respectively. We conclude with
some comments and a short discussion in Section 12.
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2. MODULAR STRUCTURE

The modularity of APOLLO?2 is based on the interplay
between two type of components: modules and objects.
The code is composed of a number of independent modules,
each of which performs a specific task (construction of a
geometry, self-shielding, computation of multigroup
collision matrices, performing an external iteration, etc.)
and can be viewed as a symbolic operator that acts on
input data to create output data. With the exception of the
original user’s input data, all other data processed by the
modules, be it input or output, is organized into typified
structures which can be thought of as objects (geometry,
isotopic library, collision probability matrices, multigroup
flux, etc.) and are identified by user’s given names. In
this way, the user can utilize the macrolanguage to define
its own chain of calculations as a sequential calling of
modules where output structures from previous modules
are used as input data in subsequent modules. The
macrolanguage supports also conditional IF’s and LOOP’s,
allowing the user to perform sophisticated calculations
such as computations of critical parameters or depletion
calculations involving structural or power changes. An
ARCHIVE module allows for permanent data storage, so
that calculation results as well as calculation procedures
can be stored for future use.

Because APOLLO2 is a modular code, the possible
combination of modules to effectuate a given calculation
can vary according to user’s aims. Therefore, there are no
general flow charts. However, by their very nature transport
calculations require a sequence of operations comprising
non interchangeable steps. For instance, to compute a
flux one needs to define a geometry, to assign to it
materials (which have been previously made up from
references to an external microscopic isotopic multigroup
library), to compute microscopic self-shielded cross
sections, to compute an internal macroscopic library and,
finally, to utilize a multi-group iterator and a flux solver
(with a specific numerical method to solve the one-group
transport equation). It is thus possible, without getting
into user’s specific details, to present ‘generic’ flow
charts for typical calculations, and these can be helpful
for a better understanding of how the code may be used.
As an example, we give in Fig. 1 flow charts for some of
the compound operators that may be required for a
typical assembly burnup calculation.

An assembly depletion calculation consists of a
repeated chaining of two operators. The time-step (TS)
operator updates the isotopic concentrations after one
time step and outputs these concentrations and the
corresponding scalar fluxes for all depletion regions
defined by the user. At this point a post-processing (PP)
operator homogenizes the concentrations over a set of
macro regions and homogenizes and collapses fluxes and
reaction rates over a set of macro regions and macro
groups. The PP operator uses these data to construct a
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external parameterized library for later use in a three-
dimensional diffusion or simplified Py core calculation.
The homogenization step may be done by using a nonlinear
equivalence procedure or by direct flux weighting and
calculation of flux discontinuity coefficients. [42] These
two compound operators are applied as many times as
time steps have been defined by the user.

In turn, the TS operator comprises several other
operators: The first time through the predictor (P) operator
extrapolates over the time step flux and reaction rates
from values obtained in previous time steps or from initial
values. These extrapolations are used by the isotopic-
depletion module to compute isotopic concentrations at
the end of the time step, at which point a new flux
calculation is done, yielding the flux and the reaction
rates. Finally, these flux and reaction rates are compared
with the values predicted by the extrapolation and, if the
error is greater than a user’s defined value, the procedure
enters the ‘corrector’ phase, where the last flux and
reaction rates are now used by the P operator to interpolate
the flux within the time step. The time step is then
recalculated and the cycle is repeated until convergence
is achieved or the number of predictor-corrector sweeps
exceed a pre defined value. Note that a different
implementation of the TS operator may consist of bypassing
the ‘corrector’ phase and decide instead of halving the
length of the time step.

The flux-calculation compound operator solves a
source or critical multi-group problem. It may contain a
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Fig. 1. Generic Flow Charts for Compound Operators
Corresponding to Typical Transport Calculations for Reactor
Analysis. From Top to Bottom: Depletion Calculation, Time

Step, Flux Calculation and Flux Reconstruction Operators.
Input Data Have Not Been Specified. White Boxes Correspond
to APOLLO2 Modules (single operators). Feed Back and Skip

Forward Paths are Controlled by User’s Specifications
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first step where multigroup self-shielded cross sections
are evaluated and a last step where a flux-reconstruction
(FR) operator is used to compute the final flux, but
definitely it must comprise the evaluation of an internal
multigroup library of macroscopic cross sections that is
then used to compute the flux via a flux-solver (FS)
operator. The latter can be also a compound operator,
comprising an initialization phase and an iterative
application of an outer-iteration, an error-check and a
fission-source operators or, as it is the case for calculations
based on the method of characteristics, the use of a special
APOLLO2 module that directly computes the multigroup
flux.

The flow-chart in Fig. 2 shows a diagram for the
compound self-shielding operator. As detailed in Section
5, a reconstructed flux ¢r, detailed in energy and space,
can be obtained from the product of two fluxes: a shape
flux ¢, which accounts for a detailed energy description,
and a pivot flux ¢, obtained from a precise spatial
treatment with a coarser energy mesh. The FR operator
consists of an iterative application of three sequential
operations. The first operator uses the input shape flux to
homogenize a set of macroscopic cross sections
(‘homogenize’ is used here to denote either space
homogenization or energy collapsing or both) which are
used by the FS operator to compute the pivot flux; then
the two fluxes are combined in a simple flux-reconstruction
operator to produce the reconstructed flux. Depending on
user’s aims this last flux can be re inserted, one or more
times, as a shape flux to repeat the procedure where, at
each pass, different geometry descriptions, homogenization
domains and/or flux solvers can be introduced.

This technique allows for fast solutions for problems
where the precise distribution is needed in geometrically
complicated domains. For example, in the BWR assembly
calculations one can treat the control blade as a separate
domain with the detailed description of the control elements
and channel box structures, while the active zone is

next group
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next isotope

Fig. 2. Schematics of a Self-shielding Calculation. 1. A
Slowing-down Resonant Model is Invoked to Determine the
Absorption Reaction Rates 7%:, 2. The Background Cross
Section oby is Determined so that 741 = (7%:),, where the (74
are the Reaction rates Obtained with the Same Resonant Model
in an Equivalent Infinite and Homogeneous Medium with
Background Cross Section oby, 3. The ob is Used to Compute
on the Fly or to Retrieve from Tabulated Values “Exact” Reaction
Rates 7%, in the Infinite and Homogeneous Medium with
Background Cross Section 6%, 4. Multigroup Self-shielded Cross
Sections o7« are Determined so that a Multigroup Calculation

with these Cross Sections Reproduces the Reactions Rates 7%
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represented by a homogeneous zone. This homogenized
zone is constructed using the shape flux calculated on the
pin cell lattice, which is also part of the needed shape flux
set. The initial pivot flux can then be calculated at the
assembly level with homogenized cells. The reconstructed
flux is then used again to collapse the cross sections for
another calculation, this time using the MOC with a
detailed spatial representation. The latter is then used as
pivot for the final flux reconstruction. An example of such
a procedure is given in Section 10.2 where the specific
flux-reconstruction operator used by AREVA is described.

A number of procedures describing ‘compound
operators’ are available for use by APOLLO2’s general
users. However, the advanced user can create his/her own
compound operators to better suit his/her applications. It is
also possible for a user to program additional modules
that are automatically integrated to produce a tailored
version of the code.

3. EXTERNAL LIBRARIES

APOLLO2 uses external multigroup cross section
libraries in its own format (APOLIB). These libraries
contain temperature-dependent infinite-dilution cross
sections and associated self-shielding data, fission yields,
decay constants and delayed neutron data. A separate
project GALILEE, [26] developed under the same roof as
APOLLO?2, deals with the nuclear data and provides the
libraries for the code. The main processing tool comprises
two standard codes, NJOY, [50] for the generation of point
wise and multigroup cross sections, and CALENDF [51]
for the generation of probability tables. CALENDF has
been developed at the CEA and is available at the OECD/
NEA Data Bank. A dedicated utility program (N2A2),
translates the NJOY and CALENDF outputs into APOLIB
format. The data may come from any evaluated nuclear
data file in ENDF format such as JEF, JEFF, ENDF/B
and JENDL. The three standard APOLIB multigroup
libraries have 99, 172 and 281 groups, respectively. The
first corresponds to the energy mesh of the predecessor
APOLLO code, [27, 28] the second is the standard XMAS
structure [14] and the third is the recently optimized SHEM
energy mesh. [15] New optimized multigroup meshes with
increased number of groups are being realized using recent
developments. [52] The code has also gamma source and
gamma flux calculation capability using a 94-group gamma
library with 99, 172 or 281 group neutron to 94 gamma
production cross sections associated to the neutron libraries.

All libraries are generated by GALILEE in full
consistency with the point wise libraries used for the Monte
Carlo reference code TRIPOLI-4. [24] APOLLO2 multigroup
library releases have continuous-energy analogues for use
by TRIPOLI-4. The standard distribution of the code
comprises the neutron cross sections library based mainly
on JEFF 3.1, [13] including gamma production in the
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three standard multigroup libraries and the gamma
library. The more recent library contains 427 isotopes with
229 isotopes having self-shielding data.

Different library versions allow for highly accurate
description of isotopic chains for the depletion calculations
with energy-dependent fission yields. The latest version
of the library contains 127 fission products without making
use of pseudo products, contrarily to the previous major
release which comprised 77 explicit and 8 pseudo products.
The isotopic depletion chains can take into account the
detailed transmutation related to Cobalt, Dysprosium,
Erbium, Europium, Gadolinium, Iodine, Oxygen, Rhenium,
Thorium and Tritium, among others. A version of a library
which can be used as reference includes 310 fission
products, which in turn has been validated against
calculations with 683 fission products.

4. CROSS SECTION SELF-SHIELDING METHODS

Self-shielded cross-sections are calculated in order to
preserve space-dependent multigroup reaction rates. The
latter are obtained by solving a simplified elastic slowing-
down equation, called heterogeneous fine structure
equation, [32] written for one resonant isotope diluted in
non resonant ones. Space-dependent interference effects
are directly incorporated via the use of a full collision
probability description with no need for geometrically-
dependent Dancoff factors.

The self-shielding process relies on a single-isotope
external library of reaction rates tabulated versus
background cross sections and temperatures. These reaction
rates are computed with the NJOY Nuclear Data Processing
System [50] and quadrature formulas are derived from
probability tables for the calculation multigroup mesh.
All these quantities are obtained from fine-multigroup
calculations and are stored in the external library. The
cross section self-shielding algorithm is carried out for
each self-shielding region and each resonant energy group
according to the following steps:

1. Because the exact resonant slowing-down operator
cannot be treated in the frame of the self-shielding
calculation, resonant slowing-down models allowing
for a simplified solution for the fine structure flux are
introduced. An approximate fine structure flux is then
computed leading, thanks to quadrature formulas, to
approximate partial reaction rates.

2.To correct this approximation, an equivalent
homogeneous medium is found, equivalent meaning
“same absorption rate when performed with the same
slowing-down model.” This equivalent medium is
characterized by an equivalent background cross-
section.

3. The “exact” heterogeneous partial reaction rates are
obtained by interpolation from the reaction-rate
tabulations at the equivalent background cross-section.
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4. Finally, a multigroup equivalence preserving the
“exact” reaction rates obtained by the homogeneous/
heterogeneous equivalence previously described gives
the self-shielded cross-sections.

This procedure is applied to a heterogeneous geometry
which is treated with the collision probability method. A
simplification is introduced that allows to group regions
in the geometry and to compute a single averaged flux for
each of these groups. Every resonant isotope in one of
these groups of regions defines a new self-shielded isotope
in the microscopic library. [37] The flow chart in Fig. 2
illustrates a typical self-shielding calculation.

The new main improvements carried out for the
modeling of cross section self-shielding in the APOLLO2
code [33] are:

* capability to self-shield resonant mixtures, taking into
account the resonance overlapping between the various
resonant components,

* capability to self-shield resonant scatter isotopes.

4.1 Resonant Mixture

To self-shield a resonant mixture, the basic idea is to
consider it as a unique resonant entity and to apply the
previous method. [53, 54] The problem is that no data
(effective homogeneous tabulations or quadrature formulas)
can be processed in the APOLLO?2 library because the data
are problem dependent. Consequently, these data must be
calculated on the fly during the self-shielding process. This
new treatment improves on the previous one which was
iterative, each resonant mixture component being self-
shielded separately.

4.1.1 Homogeneous Tabulations

For a resonant mixture with M resonant components,
with isotopic concentrations anm, total resonant cross-sections
on and background cross section oy, the fine structure
equation reads:

M M

[Zamam(u) + ople(u) = Zamrmup(u) + o, Q)

m=1 m=1

where g(u) is the fine structure flux versus lethargy and
rmg(u) is the elastic resonant slowing-down operator for
isotope m.

The “exact” solution of Eq. (1) is obtained using a
fine-multigroup energy mesh {9,} for each coarse group
used in APOLLO2 and by modeling the elastic resonant
slowing-down operator of each isotope with the TR
model [55] applied to the fine multigroup mesh. The TR
approximation models elastic resonant slowing-down
operators, regardless of the resonance shapes, and provides
an approximation which is quasi-exact when the multigroup
mesh {9;} is fine enough (about 10000 groups). With
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these assumptions:

(VU S gf) Tmﬁp(u) ~ Z pm(g;vgf) <0's,m99>g/f 5 (2)

9% < 95

where pn( 95,9;) is the average probability for a neutron
interacting with isotope m to scatter from group ¢} into
group 9, and {Osm¢)>” is the mean elastic scattering
reaction rate in group ¢, for the isotope.

Once the flux is known, partial reaction rates for each
component of the mixture are calculated on the fine mesh,
via the quadrature formulas described below, and then
reaction rates are collapsed on the APOLLO2 coarse
mesh.

4.1.2 Quadrature Formulas

Quadrature formulas to calculate the partial reaction
rates for each component of a mixture are needed not only
for the fine multigroup mesh, as explained before, but also
to determine the equivalent homogeneous medium in the
multi-group mesh.

Quadrature formulas are first calculated on the fine
multigroup mesh {9,} with the help of the probability
tables of each component described on that mesh and
making the assumption that the cross-sections of the various
components are uncorrelated. The method that is used is
derived from the one of CALENDF-2005. [51] These
quadrature formulas are then collapsed on the coarse mesh.

4.1.3 Remark

Thanks to the developments carried out to treat
resonant mixtures, APOLLO?2 is now able to self-shield
any resonant isotope without the need of effective reaction
rate tabulations stored in the external library. The only
data needed is the isotope probability tables described on
a fine multigroup mesh.

4.2 Scatter Isotopes

Customarily, the elastic self-shielded transfer matrix
is calculated as the product of the elastic self-shielded
cross-section and the infinite dilution elastic probability
transfer matrix. This approximation can lead to incorrect
results for scatters such as sodium in fast reactors. [56]

In order to self-shield the transfer matrix for scatters,
we recur to the solution of Eq. (1), written for one isotope
(resonant mixture with one component), and directly
calculate the elastic transfer matrix from group ¢’ to
group ¢ at dilution o, with the formula:

Z Z P(9/f7g_f) < O0sPoy >g/fAu9f
g’ =g g9 €9 95 €9
0';’ ‘J(O'b) =

©)
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The notation here is the same as in Eq. (1) and <{c:@s, >,
{@s,»% and Au?% stand for the mean elastic scattering
reaction rate, the mean flux for background cross section
0p and the lethargy interval for the group 9;, respectively.

Another improvement comes from the fact that for the
calculation of the self-shielded elastic scattering cross-
sections and the self-shielded elastic transfer matrix the
homogeneous/heterogeneous equivalence can be carried
out for the elastic scattering reaction rates (instead of the
absorption reaction rates).

4.3 Example Calculations

For the two validation cases described here, the
reference calculations have been obtained with the Monte
Carlo code TRIPOLI-4 [24] developed at CEA.

4.3.1 Resonant Mixture

The validation case is a MOX cell calculation, without
leakage and with a plutonium content of 5.30%. The
effective multiplication factor and the uranium 238 and
plutonium 239 absorption rates in the fuel are compared
to reference results given by TRIPOLI-4 with 6 million
neutron histories. Two calculations were carried out with
APOLLO2, the first one with an iterative treatment to
model resonance overlapping and the second one with the
mixture treatment applied from 304.32 eV to 5.346 eV,
i.e. for groups 63 to 89 in the 172-group XMAS mesh.

As far as the effective multiplication factor is concerned,
the two APOLLO?2 calculation results are not significantly
different. The TRIPOLI-4 value is 1.17866 + 60 pcm,
while the effective multiplication factor discrepancies are
-56 + 60 and -73 £ 60 for the iterative treatment and the
mixture treatment, respectively.

The results concerning the reaction rates, given in
Fig. 3, are much more interesting.

Absorption Absolute Discrepancies in MOX Fuel

30 + X

U238 Discrepancy (pcm)

-40 4 —1— Iterative Treatment \

60 1 —— Mixture Treatment t-

S —
62 64 66 68 70 72 74 76 78 80 82 84 8 8 90

Pu 239 Discrepancy (pcm)

Energy Group

Fig. 3. MOX fuel. Absolute Discrepancies in U238 and Pu239
Absorption Rates Versus TRIPOLI-4
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Absolute discrepancies versus TRIPOLI-4 for Na23

- Calculation 2
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5 10 15 20 25 30 35 40 45 50 55 60 65
Energy group

Fig. 4. Absolute Discrepancies in Na23 Reaction Rates Versus
TRIPOLI-4

Because uranium 238 is the main isotope in MOX
fuel, it is well calculated by the iterative method and the
mixture treatment does not bring significant improvements.
Contrarily, with the mixture treatment the discrepancies
for the other resonant isotopes are largely reduced. For
example, for plutonium 239 in groups 69 ( 67.9 eV to
55.6 eV) and 80 (22.6 eV to 19.45 eV) the absorption
discrepancies are respectively reduced from 16.44% to
0.96% and from 21.26% to 4.64%, respectively.

4.3.2 Scatter Isotopes

The test case is an infinite lattice of pin cells featuring
a fast reactor. The fuel contains uranium 238, plutonium
239, plutonium 240 and oxygen 16. The cladding is made
of iron 56 and the coolant of sodium 23 with the
homogenized wrapper tube of iron 56. [57] The reference
calculation was carried out with TRIPOLI-4 using 18
million histories. Two APOLLO2 calculations have been
performed with the 172-group XMAS mesh. The first
calculation is a standard APOLLO?2 calculation where
only the scattering cross-sections are self-shielded. In the
second calculation the transfer matrices are directly self-
shielded.

The TRIPOLI-4 effective multiplication coefficient is
1.32151 + 28 pcm. For the first APOLLO2 calculation
there is a discrepancy of 635 + 28 pcm which is reduced
to 105 + 28 pcm for the second calculation.

For the reaction rates we also notice an important
improvement, essentially for sodium 23, as shown in Fig. 4.

5. FLUXRECONSTRUCTION FOR ASSEMBLY
DEPLETION CALCULATIONS

Isotopic depletion for an assembly is computed in a
series of burnup or depletion steps. At each burnup step a
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new space-and-energy detailed assembly flux ¢(r,E) is
computed to provide the average reaction rates for each
depletion region in the assembly. [58] We shall denote this
flux by (9?)su, where g is a fine group and i is a depletion
region.

We work with three transport calculations, 1D cell or
simplified 2D, 2D cell-homogenized assembly and 2D
heterogeneous assembly, with decreasing refinement in the
energy variable. To save computation time, self-shielded
cross sections and fine-group transport calculations are
done for a few one-dimensional representative types of
cells. To this end, cells in the assembly with a similar
neutronic environment are grouped into types. Each cell
type represents one or more physical cells in the assembly
and, therefore, the materials for a cell type are obtained
by volume averaging of the daughter physical cells. For
the burnup calculation, isotopic concentrations are defined
for each cell in the assembly and, within each cell, over
depletion regions that we usually take to be concentric
annuli.

We adopt the following notation for the energy-
integrated, space-averaged fluxes obtained from a transport
calculation:

e ¢! =flux in ring i from the fine-group transport
calculation for a cell of a given type,

* ¢5=flux in cell | from the intermediary coarse-group
2D cell-homogenized assembly transport
calculation,

* ¢7=flux in region r from the large-macrogroup 2D
heterogeneous assembly calculation.

The depletion flux (¢¢ )su is reconstructed by combining
the fine-group fluxes ¢, which are the most detailed
energy representation of the pin cells spectra, with the
heterogeneous-assembly large-macrogroup flux ¢¢. The
correction is done to account for the specific position of
each daughter cell in the assembly. We have explored
several possibilities but the best results were obtained from

(61)su = 6F * (f{)w: 9 € G,
where the fine-group shape factors

(6w

o = & (6D

, 9€G, 4

are used to collapse the cross sections for the 2D
heterogeneous-cell assembly flux calculation: ¢
=Y ec2%f {)w. Hence, the reconstructed flux (¢?)su not
only preserves the fine-spatial distribution of the pivot
flux ¢¢ but it also conserves the coarse-group reaction rates

> S (@) sy =57 6.
geg
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In order to account for environment effects, an
intermediary macrogroup 2D cell-homogenized calculation
is used to improve the spatial resolution of the fine-group
flux. Instead of using the flux @¢).=¢? in Eq. (4) we use
the reconstructed flux

(Nw =097 x ff, g€G, i€, (5)
where
. @J
Lq E— 7L7 [ c G
f ZgEG(bfZ7 4

The cross sections for the intermediary calculation
are obtained by collapsing of the fine-group fluxes, 59
:zggcszf .

5.1 Leakage Corrections

Leakage corrections have to be introduced to account
for the macroscopic variation of the flux in the critical
core. In flux reconstruction procedures leakage can be
introduced at one or more stages of the calculation. We
have found that the best results are obtained by introducing
a leakage correction in the reconstructed fine flux used to
collapse the cross sections and also in the final burnup
flux. We use the flux (5) to homogenize the assembly
and compute the infinite medium spectrum ¢4 and the
associated critical leakage cross section DB”. Next, the
flux (¢7). is used to compute the spatial shape factors

]?g _ (¢Zg)w

(9w Vi

where the sum is over all regions in the assembly and V;
is the volume of region i. These factors are then used to
normalize (¢7),, as follows

(6w — LV x f7

with V=73 V.

It is this scaled flux that is used for cross section
collapsing and to define the energy shape factors in Eq.
(4) letting to the burnup flux (¢¢)su. The DB’ cross section
is also collapsed and incorporated in the heterogeneous
assembly calculation. Finally, the reconstructed burnup
flux is similarly corrected with its infinite medium critical
spectrum (¢4 )su:

(#))BU

(¢§)BU = ((bgo)BUV X W
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5.2 Example Calculations

We have analyzed a BWR MOX depletion benchmark
for 0%, 40% and 70% void fraction. [59] The geometry
of this benchmark, depicted in Fig. 5, is that of a 10 X
10 unrodded assembly with an internal Atrium-like water
channel and diagonal symmetry. The assembly contains
77 MOX pins with 5 different enrichments and 14 Gadolinia
bearing rods. Because of the diagonal symmetry only 49
pins have to be considered for the burnup calculations.

5.2.1 Flux Reconstruction Calculation

To account for the different neutronic environments
in the assembly, the central zone around the water channel
and the peripheral zone, we have defined 10 types of
cells (8 MOX and 2 Gadolinia). After each burnup step
these 10 cells are constructed by volume averaging of the
daughter cells. The fine-group calculation was done with
the 172-group (80 thermal) XMAS library with a fast
interface-current ‘multicell” UP; flux solver where cell
exchanges account for the different positions of the
daughter cells in the assembly. [32] The auxiliary cell-
homogenized assembly calculation was done with the
IDT short-characteristics module of APOLLO2 with 40
macrogroups (25 thermal) and 16 X 16 cells, while the
16-macrogroup (13 thermal) detailed heterogeneous-
assembly calculation was done with the method of (long)
characteristics (MOC) of the TDT module with 3784
regions. [48],[4]

Self-shielded cross sections accounting for isotopic
mixture and spatial interactions are computed in 1D

= "\\ e /L
DI

= Y |
=V =W =\ -\

{
=

i)

Fig. 5. Geometry of the BWR MOX Benchmark Showing the
Partition in Regions for the MOC Calculation
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cylindrical geometry for each cell type. [53] Then,
improved self-shielded cross sections for the U238 are
obtained from a multicell UP; calculation with the 10 cell
types. Finally, for the multicell calculations, the water
channel box and surrounding water was replaced by flux
averaging of the water-box-water region of a 1D slab
(water-box-water-assembly fuel) calculation with an
assembly averaged fuel obtained from a 1D cylindrical
calculation for a volume-averaged cell. Self-shielded
cross sections for the water box were obtained from a 1D
slab (water-box-water) calculation.

5.2.2 Validation of the Reference Calculation

The reference calculation for the depletion run was
done with the XMAS library using the TDT solver with
the same number of regions and with the same self-shielded
cross sections as for the flux reconstruction calculation.
We validated this calculation by a comparison with the
Monte Carlo TRIPOLI-4 code for the startup assembly. [24]
The results shown in Table 1 and Fig. 6 confirm the
accuracy of the reference calculation as well as that of the
flux reconstruction scheme. The RMS values in Table 1
are defined as

Y1 )
RMS = —/— "™~
N

Table 1. Reference and Reconstructed Results Compared to
TRIPOLI-4 for the BOL BWR Assembly. Pin Reaction
Rates Error Bounds and RMS in %

fission rates absorption rates
(min,max) RMS | (min,max) RMS Aker (pom)
reference (-0.7,14) 04 | (-09,1.0) 0.3 -87
reconstructed | (-1.1,1.7) 0.6 | (-1.0,1.6) 0.5 163
L 1 w=la . - 1
10 20 30 40 50 60,470
—20 / B o o
—40 - h' = /:/:/:/::::,.I’I'III.
[ e eaiiet
—60 g #vc
)
S o ~+ 0% Void
—Sow * 40% Void
) = 70% Void
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5.2.3 Depletion Calculations

We have run depletion calculations up to a burnup of
70 GWd/t for the three void fractions of 0, 40 and 70%.
Each calculation comprised 3 initial steps with small
burnups increments, to account for fast Gadolinia burnup,
and 85 steps every 250 MWd/t. Because our depletion
calculation uses a predictor-corrector technique, 2 of the
88 steps were recalculated given a total of 90 flux
calculations. The results obtained with the reconstruction
technique were compared to those from the reference
calculation. In a DEC-ALPHA at 1150MHz the running
time for an entire depletion calculation was 1h 21min for
the reconstruction technique as compared to 12h 30min for
the reference calculation. A summary of the comparisons
is shown in Fig. 7. The errors in reactivity versus burnup
(left graphic) are dominated by the overestimation of
Gadolinia burnup. The reactivity error during the burnup
calculation does not exceed 90 pcm and the maximum
error in pin powers does not exceed 1%. The RMS for
the pin power distribution was smaller than 0.5%.

Fig. 6. BOL BWR Assembly. Reconstructed Absorption
Errors (pcm) with Respect to the Reference Solution

—A
0.6 M

0.4 [

02+

—0.20

-0.6C

Fig. 7. Comparison of Reconstructed and Reference Depletion Calculations. Left: Reactivity Errors (pcm) Versus Burnup (MWd/t)
for 0, 40 and 70% void Fractions. Right: Fission Rate Error Bounds (%) Versus Burnup (MWd/t) for 40% Void Fraction
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6. COLLISION PROBABILITY METHOD

A new development has been done for the calculation
of the RZ geometry with the collision probability method
(CPM). [60] We consider one-group transport with isotropic
scattering in a heterogeneous domain D with boundary I'.
The domain is partitioned into a set of homogeneous
regions that define on its boundary I" a set of surfaces.
We assume that the external sources are isotropic and
uniform in each region and that neutrons enter the domain
isotropically and uniformly through each surface. The
formulation of the flat-flux collision probability method
for general 3D geometries can be written as:

Vi =Y PFj+ Y Liady,
J @

where the sums in j and a are, respectively, over all the
regions in the domain and over all the surfaces on its
boundary and
* ¥, =volume or homogeneous region ¢,
* &, = average flux in region 1,
» P, = generalized collision probability from region j
into region 1,
* Fi =3,®,+ S,=average emission density in region i,
* [.. = generalized ‘incoming’ probability from surface
a into region 3,
» Jo = current entering surface o.
Matrix coefficients P; and .. are computed via a
numerical integration over the area S.(Q) transverse to
the neutron trajectory:

Pij = K-fﬁ? Iin = (4/Aa)Kfioca

where K indicates the integration over the transverse
plane and the f; and f.. are analytical expressions to be
evaluated over each of the numerical trajectories. For
example, with 7; the optical thickness across region i,

S

1—e e

s
Tij l—e I ,
2j

i 7 J,

In 3D Cartesian coordinates, every trajectory is
contained in a vertical plane. Therefore, the trajectory can
be defined by the coordinates (o, @) of the polar vector p
orthogonal to the plane and by its local plane coordinates
(z, 6). In these coordinates dQ = dg sin 6d6 and dS. =
dpdz.. with z. =z sin 9. For RZ geometries the integration
over @ gives a factor st and we have

1 R i ) 1
Krzf = 5A dp/() d@sm@/dzlf(p,é’,zL)N isz(t),
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where the rightmost expression indicates that all the
integrals are done by numerical discretization in p, 9 and
z.. To generate the trajectories for each numerical
ordinate p we compute the intersection of the geometric
mesh with the corresponding vertical plane. As shown in
Fig. 8 this reduces the problem to a series of two-
dimensional trackings over a Cartesian mesh.

The main difficulty is the correct treatment of axial
boundary conditions. In this work we have introduced
compound trajectories. [4] This tracking technique ensures
reciprocity and minimizes tracking storage and the
subsequent numerical effort to compute the collision
matrices. However, the tracking strategy is much more
complicated that the one for single trajectories and depends
on the type of geometrical motions applied as boundary
conditions, in our case specular reflection and translation
on the axial surfaces. The example in Fig. 9 illustrates the

specular reflection

™

3w

| white bd

condition

R

‘max

Fig. 8. A Radial Quadrature Abscissa Defines a Tangent Plane
where Tracking in p and z, has to be Done. The Figure Shows
the Intersections of the RZ Regions with the Cut Plane.

A Trajectory is Shown for the Case of Specular Reflection on
the Top Boundary

Fig. 9. RZ Geometry with Top Albedo Condition (V) and
Bottom Specular Reflection (R). Trajectories Entering with u
> 0 (Left Figure) are Only Tracked for the Domain z_,, While
Trajectories Entering in Direction -u (Right Figure) are Tracked
for the z_. Range Indicated in the Figure. One Example for Each

Case is Shown as Trajectory 1
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tracking technique.

The method accounts for white albedo, specular and
translation boundary condition on the top and bottom
surfaces of the geometry and for a white albedo condition
on the outer radial surface. It has been applied to the
calculation of multigroup self-shielded cross sections for
gray Gadolinia fuel pin absorbers in BWRs. [60]

7. METHOD OF CHARACTERISTICS

The new developments concern both the method of
short and long characteristics (MOC). A new structure of
heterogeneous cells was incorporated in module IDT. A
cell may contain now an arbitrary number of concentric
annuli subject to the condition that the most external one
does not intersect the boundaries of the cell, allowing
thus the explicit representation of the fuel pins. At the
present time this extension has been done only for the
XY geometry. [61] Constant, linear and bilinear (1, X, Y, Xy)
angular flux expansions can be used in the regions of the
cell. For every angular direction the associated collision,
escape, incoming and transmission matrices are computed
by projecting all cell discontinuities on the transverse
direction and by using a Gauss-Legendre quadrature on
each transverse segment. Figure 10 shows a detail of the
numerical integration used for the calculation of the
matrices. Moreover, a non-linear acceleration technique
has been implemented for the acceleration of the transport
iterations. This technique, based on cell homogenization,
uses a diffusion-like equation, much alike to the CMFD
method, [63] but with surface Eddington factors. [64]

As an example calculation we present in Table 2 and
Fig. 11 results for the 7-group NEA/OECD C5G7 MOX
2D benchmark [65] obtained by subdividing the fuel cells
with 1 or 2 internal rings. The results confirm that the use
of heterogencous cells gives a good representation of the

Fig. 10. Integration Scheme for the Calculation of IDT
Heterogeneous-cell Matrices. Left: Projection of Cell
Discontinuities on the Transverse Propagation Direction. Right:
Detail of One of the Trajectories used in a Cell Slide
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flux in the pin cells, especially with the linear and bilinear
expansions. For the 1-ring calculation, the bilinear
expansion yields a maximum error on the fission rate
lesser than 2%, demonstrating the good accuracy of the
method.

An improved DP; synthetic acceleration technique
has been developed for use with the method of long
characteristics. [66] This technique extends the previous
DP, method by introducing a double P, angular expansion
for the angular fluxes entering and exiting the regions. A
biconjugate gradient stabilized Krylov method [67] is used,
together with algebraic pre-conditioners, [68] for the
iterative solution of the DPy equations. Further speed up of
the solution of the DPy equations has been obtained via a
multi grid surface-response method based on a multidomain
decomposition. [69] Furthermore, the synthetic acceleration
is now used for the initialization and the acceleration of
multigroup thermal and external iterations. [69]

Finally, a new spatial discretization technique has also
been implemented in the method of long characteristics.

Table 2. C5G7 MOX Benchmark Results Compared to the Monte
Carlo Reference. NR: Number of Regions; Order:
Linear (L), Bilinear (BL); CPU: Computing Time in a
Dual-core Intel Xeon 2x2MB L2 Cache 3.80GHz; RMS:
Fission-rate Root Mean Square Error; lerr: Maximum
Fission-rate Error, Ap: Reactivity Error

CPU | RMS | lerr]| Ap

Calculation | NR () (%) (%) | (pem)

order

L 13.6 | 0.59 1.62 4

IDT 1-ring | 3757
BL 133 0.41 1.12 7
. L 164 | 045 1.57 3

IDT 2-ring | 4913
BL 179 | 032 | 096 5

Fig. 11. Fission Rate Relative Error (%) for the Central Bundle
of the C5G7 MOX Benchmark
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Here surface angular flux moments are interpolated linearly
along each trajectory to provide an improved linear surface
source (LS) approximation. Because this is a trajectory-
dependent source approximation, a renormalization of the
surface angular flux moments is necessary in order to
achieve region conservation. [70] Contrarily to the usual
step approximation, the LS scheme allows using larger
regions and therefore a lighter tracking, leading thus to a
reduction of computing time for equivalent accuracy.
Typically, for infinite lattice assembly calculations the
region partition comprises a region per burnup medium
in each pin cell. A further improvement is achieved by
calculating the weight associated with the intersection of
a trajectory with a surface as the product of the weight
associated with the trajectory (usually a constant for
uniformly spaced parallel trajectories) times the effective
proportion of the surfaces ‘viewed’ by the trajectory. [71]
This technique was inspired from a previous analysis
whose aim was to minimize tracking for whole-core
MOC calculations. [72]

As an example calculation we consider two typical
17 x 17 PWR UOX and MOX assemblies [71]. The
calculations were done with 281-group SHEM multigroup
cross sections based on JEFF3.1 [73] nuclear data evaluation,
with self-shielding of resonant mixtures in the energy
domains 22.5eV-2.2KeV and 22.5eV-7.5KeV for the
UO2 and MOX assemblies, respectively, and P, scattering
anisotropy. Eigenvalue lattice calculations were carried
out for the two assemblies with the step (SC) and LS
MOC methods and compared to reference continuous-
energy TRIPOLI-4 results. All MOC calculations were
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done with an angular product quadrature formula with 24
uniformly spaced azimuthal angles and 2 polar Bickley-
Naylor angles [74] and a uniform transverse integration
step of 0.1 cm. The total numbers of regions used for the
SC approximation were 801 and 1578, respectively, for
the UOX and the MOX assemblies, while these numbers
were reduced to 258 for the LS approximation for both
assemblies. The 258-region partition was constructed by
using a total of four rings to represent the four depletion
media in each fuel pin cell. Figure 12 depicts the region
partition used for the SC and the LS methods for the
calculation of the MOX assembly with 1/8 symmetry.

A further simplification consists of reducing the number
of regions by volume-homogenizing two or more regions
and recovering the region-averaged fluxes from the linear
surface expansion obtained from the LS calculation with
homogenized regions. For the UOX and MOX assemblies
this approximation was used to reduce the number of rings
per pin to two rings, resulting in a total of 180 regions.
Finally, an improved surface representation for the angular
flux moments was achieved by replacing the previous
constant-surface approximation by a piecewise-constant
approximation obtained by subdividing each surface of a
region into several pieces. [71] The homogenization technique
with the LS approximation was first tested against a
reference TRIPOLI-4 calculation. We present in Fig. 13
a comparison between the 4-ring and the 2-ring LS burnup
calculations for the UOX and MOX lattices up to 80000
MWd/t. The total computation times for the SC and for
the 4- and 2-ring LS approximations were, respectively,
1h 26m, 40m and 33m for the UO2 burnup calculations
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Fig. 12. Detail of Spatial Discretization for the MOX Assembly. Left: 4-ring LS Discretization with 258 Regions.
Right: Step Discretization with 1578 Regions
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and 1h 56min, 55min and 41min for the MOX burnup
calculations. The result shows that the LS approximation
reduces the computational cost by a factor of two.

7.1 Overall Method Comparison

We run standard infinite lattice calculations for several
PWR assemblies, including UOX and MOX fuel as well
as voided conditions, using the collision probability method
(CPM) and the methods of short and long characteristics
For every type of assembly, all the calculations were done
with the same multigroup cross section data based on the
SHEM 281-group mesh, the same self-shielding technique
and P, scattering anisotropy (except CPM that used P,
transport corrected scattering.) Self-shielding was done
using the mixture shielding formalism. For the UOX
fuel, including also the gadolinium, the U235 and U238
resonance interference was treated in the range 22.5 eV -
2.22 keV, while for the MOX fuel resonance interference
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Fig. 13. Discrepencies on Reactivity Between the LS MOC

Calculations using 4 Rings (Red) and the Homogenized LS

MOC Calculations with 2 Rings (Blue) Per Pin. Top: UOX
Lattice. Bottom: MOX Lattice
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was done in the range 22.5 eV - 7.46 keV for the isotopes
U238, Pu239, Pu240 and Pu241. Reference results were
obtained from continuous-energy TRIPOLI-4 calculations.

Hence, all flux solvers used the same effective
multigroup cross sections. The results for the different
problems are schematically compared in Fig. 14. The
CPM calculations were done with an approximate interface
double P; technique and full collision matrices per cell.
As expected this crude calculation was the fastest and,
because of compensation effects, it yielded the best ke
results. Indeed, for most of the assemblies considered the
effect of the anisotropy on the ke value requires the use
of a Ps order to get Monte Carlo accuracy. [71] However,
this effect is less important on the detailed reaction-rate
map and, in particular, on the power distribution. The
results in the figure show a consistent good performance
for the long characteristic methods. The results obtained
with the short characteristic method (SCM) used the new
heterogeneous-cell approximation which has not been
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Fig. 14. Method Comparisons for PWR UOX and MOX
Assemblies. Reference from a Continuous-energy TRIPOLI-4
Calculation. 1: Standard 17 X 17 Pin UOX Assembly; 2: 17 X
17 UOX Assembly with Gadolinium Bearing Fuel Pins; 3: 17
X 17 MOX Assembly with Three Zones of Different Pu Content;
4: Configuration 3 in a Voided Condition; 5: Tightly Packed
MOX Assembly with 19 X 19 Cells and Uniform Pu Enrichment;

6: Configuration 5 in a Voided Condition
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fully optimized yet. For this method the time needed for
the evaluation of the matrices rapidly increases with the
number of groups and reaches near one half of the total
computation time for the cases here discussed. The high
calculation time was penalized because for heterogeneous
cells: a) at the present time there is no acceleration for
the external iterations and b) the current multigroup loop
used in IDT to compute the different cell matrices group-
per-group is not optimized (a calculation done for several
groups at once could reduce by 25% the time needed for
matrix evaluation.) The precision given by some of the
SCM cases is also affected by the fact that subdivision of
surfaces into smaller ones is not available in the present
version.

8. TWO-DIMENSIONAL CORE CALCULATIONS

Core calculations with APOLLO2 with the method of
characteristics have been made possible thanks to two
major developments: the linear surface flux expansion and
the pre conditioned multi grid surface-response method
DPy acceleration. Our first example calculation, for a 900
MWe PWR with 1/8 symmetry, is depicted in Fig. 15.

The core contains six different assemblies with varying
burnup. Every pin in the assemblies was fully described
and a detailed discretization was used for the reflector
structures surrounding the core. First, a 281-group
interface-current CP infinite-lattice calculation was done
per each type of assembly to produce a 26-group cross
section library Then, two 26-group MOC calculations,
with the SC and the LS approximations, were carried out
and the results were compared to continuous-energy
TRIPOLI-4 reference calculations. The assembly detailed
meshes used for the SC and the LS calculations are shown
in Fig. 16.

Fig. 15. Computing Mesh for the PWR (1/8 Symmetry)
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The comparison was done for the ke and the production
rates per quarter of assembly. The standard deviations for
TRIPOLI-4 reference results were 5 pcm for the ket and
0.1% for the production rates. A short summary of the
results is given in Table 3, while a detailed production-rate
map is shown in Fig. 17 for the LS calculation.

J ,
WaVaYilaVYaYiNlaYalllh /e e NN Nt

Fig. 16. Detail of Spatial Discretization for the PWR 900 MWe
Assemblies. Left: LS Discretization with 413 Regions. Right:
Optimized Step Discretization with 1925 Regions

Table 3. PWR 900 MWe with 1/8 Symmetry. Step (SC] and
Surface-linear (LS) MOC Results Compared to TRIPOLIA.
Quarter-assembly Production Rates Maximum Error
and RMS in %. Computing Times are for an AMD
Opteron Processor 848 2197 Mhz with 1024 Kb Cache

. Ak production rates
MOC | #regions (pem) max RMS CPU (s)
SC 162949 | -245 2.6 1.2 6660
LS 44289 -297 29 1.3 3843

0.694 0.638 0.391
11 14 11

assembly O oooaoao
enrichment (%) 1.8 2.4 2.4 31 3.1 3.1
burnup (MWd/t) 0 12 16 0 12 16 0.901 0.802 0.868 0.604
12 08 12 13

1.071 1.039 0.916 0.901 0.736 0.570 0.340
0.1 04 0.7 1.0 12 16 13

1190 1133 1.113 0.994 0.999 0.871 0.773 0.499
-0.5 -0.2 0.3 0.6 0.8 11 1.6 1.8

1.282 1.298 1.238 1.114 1.036 0.967 0.846 0.903 0.611
-1.0 -0.7 -04 -0.1 0.3 0.7 11 15 1.6

1.330 1.307 1.330 1.271 1.147 1.077 1.046 0.926 0.974 0.696
-1.5 -1.2 -0.9 -0.4 0.0 0.2 0.6 1.0 15 1.6

1.343 1405 1.380 1.277 1.229 1.226 1.1491 1.017 0.921 0.900 0.690 0.543 0.317
-1.7  -15 -1.2 -0.9 -0.6 -0.1 0.3 0.5 0.9 1.4 1.9 2.2 2.2

1.323 1.334 1.400 1.379 1.271 1.224 1.229 1.156 1.019 0.927 0.947 0.783 0.692 0.436
-2.1 -9 1.7 15 -1.0 -0.6 -0.3 0.2 0.6 1.0 1.4 1.8 2.6 2.9

1.310 1.308 1.315 1.324 1.306 1.257 1.207 1.162 1.098 1.013 0.923 0.833 0.738 0.782 0.489
=23 21 -1.9 -1.9 -1.6 -1.0 -0.6 -0.3 0.3 0.6 1.0 1.5 1.9 2.5 2.8
Fig. 17. PWR 900 MWe 1/8 Symmetry with Six Types of
Assemblies. Comparison of LS MOC Production Rates Per
Quarter Assembly to TRIPOLI-4 Reference Values. Top:
TRIPOLI-4 Values. Bottom (bold): Relative Errors (%). Small
Yellow Box: Peak Production Rate

NUCLEAR ENGINEERING AND TECHNOLOGY, VOL.42 NO.5 OCTOBER 2010



Our second example is the calculation of a high
temperature gas-cooled prismatic reactor (HTGR). The
geometry depicted in Fig. 17 for 1/12 core symmetry
comprises the internal and external graphite reflectors
and 9 fuel assemblies with explicit representation of the
fuel compacts. A single type of kernel partitioned into
seven regions was used for each compact (with three flux
regions in the fuel grain), resulting in a total of 39216
regions. A MOC 99-group BOL calculation took 9 hours
in a DEC alpha computer. The double-heterogeneity
method, recently developed for the MOC, [43 - 46] was
used for cross-section self-shielding as well as for the
final multigroup calculation.

The results were compared with a reference
TRIPOLI-4 calculation. The ket values were 1.4316 (£32
pem) and 1.42881 for TRIPOLI-4 and for the MOC
calculations, respectively, resulting in an error of -195
pcm for the latter. A comparison of the normalized
assembly reaction rates is given in Table 4. Once the
MOC calculation was validated at BOL, APOLLO2 was
used as a reference for a depletion calculation with the
diffusion code CRONOS2. [75] A more detailed 172-
group calculation for a 1/6 symmetry and with over
40000 regions (comprising about 500 burnable fuel zones
and 60 zones with the B4C control absorbers whose
isotopic depletion was also followed) is given in Ref. [76].

9. ADDITIONAL FEATURES

In this section we summarize some of the relevant
functions and tools developed for the APOLLO2 code:

* The code can calculate the reactivity break-down by
comparing a pair nominal and perturbed calculations.
[49] Sensitivity coefficients can be computed for a
user given isotope, reaction, energy interval and spatial
domain. The perturbation integrals are calculated using
the discrete ordinates approximation of the angular
flux with the finite-differences or the MOC solvers.

* First-order perturbation theory can be employed using

Fig. 18. HTR Core with 1/12 Symmetry Showing the
Partition in Regions
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a set of dedicated modules and the multigroup flux
iterators adapted for the calculation of the generalized
importance function. [77] The responses can be the
reaction rates, reaction rates ratios or bilinear ratios
for any reaction type.

» A direct interfacing to the TRIPOLI-4 Monte Carlo
code has been implemented in order to pass multigroup
cross sections for comparison purposes, or to transmit
the interface angular flux or currents for the multigroup
albedo calculation, which in turn can be reused by
APOLLO2.

» Automatic meshing features can be applied to Cartesian
geometries, where either macro-regions for CP
calculations or the number and disposition of depletion
zones can be determined according to flux criteria
based on a given flux distribution. Hence, a fast, fine-
mesh discrete ordinate calculation can be used to yield
a coarser mesh for a CP calculation or to diminish the
number of depletion zones for a burnup calculation

* A quadrature module builds on the fly angular
quadrature formulas for use with the discrete ordinates
and collision probability solvers. [78] This module
comprises level symmetric, triangular and product
quadratures and has the potential for constructing
one-dimensional azimuthal quadratures for finite
open angles as well as cyclic angular quadratures for
closed rectangles and hexagons. [74]

* Also, a dedicated GUI SILENE has been developed
to facilitate geometry description and meshing for
regular and unstructured geometries. [79] This
graphical interface allows for the use of a library of
pre-defined geometries that can then be used as
components for larger geometries.

Table 4. 99-group MOC Calculation of a BOL HTGR with 1/12
Symmetry. Comparisons of Normalized Assembly
Rates with the TRIPOLI-4 Reference Values. TRIPOLI-4
Standard Deviation (%) and MOC Relative Error (%) in
Parenthesis

TRIPOLI-4 MOC
1.004 (0.09) 0.997 (-0.76)
0.969 (0.09) 0.962 (-0.71)
1.003 (0.09) 0.995 (-0.80)
0.916 (0.13) 0.912 (-0.39)
0.872 (0.09) 0.871 (-0.07)
0.889 (0.09) 0.890 (0.15)
0.895 (0.13) 0.895 (0.05)
1.036 (0.12) 1.041 (0.49)
1.181 (0.08) 1.171 (1.09)
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10. APOLLO2-A, AN INDUSTRIAL APPLICATION OF
THE APOLLO2 CODE IN AREVA

Framatome (former name of AREVA NP reactor
manufacturer) first adopted APOLLO2 in 1993 for its
industrial applications. The first industrial version, based
on V2.5 and named APOLLO2-F, is integrated since
then in one of AREVA’s PWR Reactor Code Systems
currently used for production: the SCIENCE System. [80]
Within the SCIENCE System, APOLLO2 is presently
used for safety analyses and fuel reload studies for tens
of operating reactors. Moreover it has been used for the
core design of the EPR™ Reactor as well as for its safety
assessment (FSAR preparation) for the first reactors of
this type currently under construction in Finland, France
and China.

APOLLO2 as a part of the SCIENCE System is
licensed by several Safety Authorities around the world
(US, France, China, Belgium, South Africa and Finland).
The licensing process is ongoing for other countries and
is expected in the future for countries where potential
customers are located. A dedicated R&D program to
extend the physical validity range of the code in terms of
discharge burn-up, burnable absorber content, etc. is
ongoing since years through a collaboration of CEA,
EDF and AREVA.

In 2002 AREVA decided a renewal of its neutronics
code systems and launched the development of the
ARCADIA® Reactor Code System. For ARCADIA®
AREVA has decided to continue to use the APOLLO2
code. This new application will be described in this
section.

10.1 Overview and Capabilities

AREVA has adapted CEA’s APOLLO2 (V2.8) to its
industrial needs as a stand-alone neutron transport code
as well as cross section generator code. This industrial
version, named APOLLO2-A, [81-83] is designed for
PWR and BWR lattice physics calculations as part of the
new ARCADIA ® Reactor Code System. [9] The industrial
adaptation consists of a layered computational methodology
(multi-level scheme) and a flexible input/output software
layer. A comprehensive verification and validation base
was set up. APOLLO2-A is coupled with AREVA’s
PWR and BWR 3D core simulators ARTEMIS [84] and
MICROBURN-B2. [85] In 2010 a Topical Report for the
ARCADIA® system, including APOLLO2-A, was
submitted to the US NRC (PWR applications and uranium
oxide fuel). Licensing will be extended to mixed oxide
(MOX) fuel and BWR applications.

APOLLO2-A uses the CEA2005 multi-group library
based on JEFF3.1.1, [13] with the fine 281-group SHEM
energy mesh by CEA. [15]

The following types of calculations are available with
APOLLO2-A:
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» Single PWR or BWR fuel assemblies (all types in the
market) with various boundary conditions; including
large rods, diamond-shaped water hole, etc.

* Color-set: 2 x2, 33, NxN fuel assemblies up to
quarter cores, varying water gaps.

» Special cases: 1D-slab calculation for reflector cross-
section generation, single fuel cell.

APOLLO2-A provides the capability of computing
single state points, as well as complex depletion histories
with varying parameters and branch (all standard feed-
back parameters and user-defined ones) calculations. Restart
points can be included at any state point and burn-up value.
Small cores or critical experiments (KRITZ, EPICURE,
Babcock and Wilcox, etc.) can also be computed through
either the single fuel assembly or the color-set type of
calculation. Beyond the standard computation mode,
APOLLO2-A can be operated in the so-called “reference”
mode, enabling a greater input flexibility (rods, moderating
structures etc.) and accuracy. This is obtained by using
the finest energy and space mesh with no collapsing,
homogenization and time-saving strategies.

Thanks to the programmable and modular structure
of APOLLO?2 kernel, the industrial version was built
with a two-layer software structure: a C++ front-end
(input/output processor and task-handler, enabling
parallelization and complex history depletion schemes);
the F77/F95 APOLLO2.8 kernel with extended
functionalities driven by a script-like programmable file.

This two-layer structure enables an easy input for
industrial users, fast code evolution and maintenance as
well as the capability of fine tuning of the physical models
and solvers for advanced users.

APOLLO2-A input is based on a user friendly keyword-
based file describing various physical objects (ex. rod,
assembly, detector, etc.) The results are stored in a tree-
structured, customizable hierarchical data file (HDF). [86]
An embedded generator of input decks for MCNP [87]
and TRIPOLI [24, 25] Monte-Carlo codes was developed.

10.2 Methodology (Computation Scheme)

In close partnership with CEA, a methodology for
industrial PWR, BWR applications based upon the MOC
transport solver [4, 88] and a multi-level scheme was set-
up by AREVA. This multi-step approach is an adaptation
of the generic flux reconstruction methodology
developed by CEA (see Section 5) to the specific needs
of AREVA’s computation scheme.

Microscopic cross-sections are first processed at 281
groups to treat resonance self-shielding for the main
resonant isotopes (U, Pu, Gd, Er, Dy, Ag, In, Cd, Hf, Zr,
Fe, Co, V, Rh, etc.). The spatial dependency of the self-
shielded cross-sections and the Dancoff effect are taken
into account explicitly by a 2D CP flux calculation. Then
the 2D heterogeneous flux is computed with MOC on a
coarser energy mesh (35 groups, optimized for LWR).
The required cross-sections are previously collapsed

NUCLEAR ENGINEERING AND TECHNOLOGY, VOL.42 NO.5 OCTOBER 2010



through an “intermediate” flux. The main principle
behind this multi-step methodology, shown in Fig. 19 is
the decoupling of the flux energy description from the
spatial description.

» First, fine 281-energy group flux calculations are
performed on simplified geometries with the CPM
solver (1st level). The set of CP fluxes is accurate
from the energy point of view, but less accurate for
the assembly-range spatial coupling.

» To enhance spatial coupling at the full assembly scale,
a second flux calculation (2nd level) is performed
with the IDT solver [89, 90] on a 2D, homogeneous
cell geometry with 44-group cross-sections. These
cross-sections are obtained by collapsing the self-
shielded cross-sections with the CP fluxes.

* The two fluxes from 1st and 2nd level are combined
using a reconstruction process [58] to yield a 281-group
flux with a cell-scale spatial accuracy over the whole
assembly geometry. This is used to collapse the cross-
sections to 35 groups for usage by the MOC solver.

» The MOC flux calculation is then carried out on a very
fine spatial grid (thousands of meshes) representing
the true heterogeneous geometry. Examples for BWR
fuel assemblies are provided in Fig. 20.

* The MOC flux is combined, with a critical buckling
correction, with the 281-group weighting flux to obtain
the final result: a 2D flux which is very accurate over
the full domain (fuel assembly or color-set) both in
space (MOC mesh) and energy (281 groups). It is used
for depletion (pin- and ring-wise) and output.

The depletion (fuel, burnable detector and absorbers)
is performed with an extended isotope chain (26 actinides
and 131 FP). Zero power decay calculations are supported
(shutdown cooling). A detailed energy deposition
methodology is implemented for pin-by-pin power
distributions: besides local energy deposition in the pellet
(by fission product kinetic energy and beta energy), neutron
kinetic energy loss by slowing-down and gamma energy

Output, depletion

0-281
Q Self-shielding D yaster 281
Ww,281
CP Solver — 281 Ui |

[ MOC solver — 35g ]_

PO*, 36/2 angles

2D homo. |

2D detailed, unstructured

Fig. 19. Multi-level Computation Scheme of APOLLO2-A
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transport are accounted for. A gamma transport calculation
(with neutron-induced sources) is performed with the
MOC solver to compute the gamma contribution to the
detector response as well as for the energy deposition.

The validation strategy of APOLLO2-A is based both
on extensive code-to-code benchmarking (against Monte-
Carlo calculations with consistent libraries) and comparisons
to experimental results (critical experiments and spent fuel
analyses).

10.3 Monte-Carlo Benchmarks

APOLLO?2-A is benchmarked against MCNP at zero
burn-up on a wide range of fuel assembly types and
physical conditions, representative of existing LWR
reactors in operating and accident conditions: more than
450 cases are included, as described below. Each MCNP
calculation is a single fuel assembly calculation with
reflective boundary conditions. The k-infinity as well as
the pin-by-pin fission rate distributions have been compared
for each calculation.

The MCNP test base [83] is composed of two separate
sets of cases for PWR and BWR fuel assemblies. For PWR
fuel assemblies, lattices from 14 X 14 to 18x18, four kinds
of spacer grids with various combinations of Inconel,
stainless steel and Zyrcaloy content are considered. For
uranium oxide fuel, three different U235 enrichment values
are included: 1.8, 3.7 and 4.95%. For MOX fuel, three
different Plutonium vectors based on fuel reprocessing
data are treated, two different maximum plutonium mass
content values (5.95 and 12%) and two realistic three-zone
rod spatial distributions. A configuration with reprocessed
uranium is also considered. For burnable absorbers,
gadolinium-doped rods with six different configurations
(from 2% to 10% gadolinium oxide mass fraction, including
one or two values per assembly) are considered. Two
configurations with dysprosium- and erbium-doped fuel
are also used.

Fig. 20. MOC Geometries for BWR Fuel Assemblies
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Special absorbers are also considered: three
configurations with IFBA (integral fuel burnable absorber),
three withWABA (wet annular burnable absorber) and
three with PYREX® rods with variable number of rods.
Cladding materials are Zyrcaloy and M5®,

To ease the comparisons the test cases are run with
the same sets of physical conditions. The choice of the
conditions aimed at covering the largest physical domain:
in addition to most of the standard operating conditions,
some accidental conditions are also tested. It must be noted
that not all the geometry and material configurations are
tested in all physical conditions, since the number of
combinations would be of several thousands: a selection,
based on the decoupling of physical affects, was made to
reduce the total number of calculations.

For PWR assemblies, fifty-six different cases are tested
representing fourteen different physical conditions with
four control rod configurations: without absorber rods,
with AIC rods, with B4C rods and with hafnium rods.
The physical parameters span the following ranges: fuel
temperature (293.16 to 900K with 3 points), boron
concentration (0 to 2500 ppm with 4 points), moderator
density (0.2 to 1 gcm™® with 4 points), moderator
temperature (293.16 and 600K), isotopic perturbation (two
configurations of Xel35 and Sm149). The combinations
of such values used for the calculations are those
corresponding to the following reactor conditions: hot
zero power, hot full power, cold and main steam line break
(low moderator density).

For BWR fuel assemblies, most of the existing
assemblies in the market are considered: ATRIUM with
square moderating rod (9 x9, 10 x10), large moderating
rods (9 X9 and 10 X 10), diamond shape moderating rods
and cross (10 x 10), straight-wings moderating cross (8 x
8), with both simple and reinforced channel box models
(10 types). Realistic fuel rod arrangements based on
vendors design are considered for both uranium oxide and
MOX. Truncated rods configurations are also included
for some of the above fuel assembly types. Three different

Table 5. Critical Experiment Characteristics

control blade designs are considered: one with vertical
rods and two with horizontal rods and vertical slabs, with
B.4C and hafnium absorbers. A total of forty-five different
cases are tested representing nine different physical
conditions. The physical parameters for BWR cases span
in the following ranges: fuel temperature (293.16 to 900K
with 3 points), boron concentration (0 and 2000 ppm),
void (0 to 100% with 6 points) and moderator temperature
(293.16 and 600K). The combinations of such values
used for the calculations are those corresponding to hot
zero power, hot full power and cold conditions.

The uncertainties (10) of the MCNP calculations are
low: +10 pcm for k-infinity and 0.3% for pin-by-pin fission
rates. The average discrepancies in PWR and BWR fuel
assembly k-infinity are -48 £+ 124 pcm, 42 + 325 pcm for
uncontrolled and controlled assemblies, respectively. The
root mean square (RMS) differences for pin-by-pin fission
rates between APOLLO2-A and MCNP are shown in
Fig. 21. The differences in fission rate RMS are 0.25 +
0.10% and 0.46 + 0.18% for PWR and BWR assembilies,

PWR BWR
— UOX i MOX UOX  MOX
X 15 ; 1
= :
o :
% Uncontrolled !
= L AIC .
= B4C :
< !
N Hf Aa1 \% 2
% 2 i
Vi f An WA
o Shan 2 M o oy o AEARELVETH
o A R i, ‘A’AAA‘ 7/;% X 1 kes A
0‘ T T T T : T T T T

T
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Case

Fig. 21. Relative Difference on Pin-by-pin Fission Rate Rms
Between APOLLO2-A and MCNP

Experiment Enrich. (w/0) Temp. (°C) Special Characteristics
Absorbers: Pyrex, B4C, AIC, Gd203
B&W 2:5-40 (Gd Enrichment = 4.00%)
KRITZ-KWU 3.1 20 -245 Temperature Variation
Absorbers: Pyrex, AIC -
EPICURE 3.7 2 Void simulated by Al over-cladding
Absorbers: Hf, Gd203 (Gd
CAMELEON 35 Enrichment = 3% with 5.1 w/o
U235 and 7% with 0.25 w/o U235)
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respectively. The entire set of results shows the excellent
agreement between the two codes.

10.4 Critical Experiments

The analyzed experiments come from several
international programs, including Babcock and Wilcox
(B&W) in the US, KRITZ-KWU in Sweden, and two
experimental programs - EPICURE and CAMELEON -
from CEA. These critical experiments are UO2-fueled
experimental reactors which were selected to support the
licensing of the ARCADIA® chain in the US. The general
characteristics of the experiments are given in Table 5. A
total of 43 configurations were analyzed for reactivity.

The mean deviation of the k-eff among all the
configurations is 100 + 150 pcm at 1o0. Only two
configurations showed more than 250 pcm of discrepancy.
CEA has determined that the uncertainty, in pcm, of its
critical experiments, including measurement and modeling,
is between 300 and 400 pcm (10). These results clearly
show a good agreement well within the overall uncertainty.
All of the results for the fission rate distributions fall
within 20 of the reported measurement uncertainty (2%
at 20).

10.5 Spent Fuel Analyses

The isotopic inventory of the spent fuel calculated by
APOLLO2-A is compared with the measured compositions
from chemical analyses performed on samples irradiated
in experimental and power reactors. The samples come
from several power plants in Germany and France as well
as a CEA experimental reactor, and cover a large range
of fuel types, including UOX, Enriched Reprocessed
Uranium (ERU), UO2-Gd203 and MOX, as well as a
large range of burn-up levels, from 3 to 71 GWd/t. The
UOX, ERU and UO2-Gd203 cases were computed with
single-assembly calculations, whereas those cases involving
MOX were computed using the color-set capability, in

Table 6. Isotopic Burn-up Analysis Experiments

SANCHEZ etal.,, APOLLOZ Year 2010

order to account for the spectral effect of neighboring
assemblies. Table 6 presents the general characteristics
of the spent fuel analysis experiments.

The results for the spent fuel analyses, presented in
Fig. 22, show that for most of the isotopes and burn-up
values, APOLLO2-A predicts the isotopic inventory within
5% of the measurement. More than 95% of the results for
isotopes of interest are within 20 of the total reported
uncertainties - up to 7% (10) depending on isotopes and
burn-up.

11.APOLLO2 IN EDF

Electricité de France (EDF) is presently responsible
for the operation of nuclear power plants in France,
involving 58 PWRs and for the design of the next
generation EPR in Flamanville and Penly. In order to deal
with PWR fuel management and core safety analyses, EDF
has developed and validated its own core calculation chain,
CASSIOPEE which integrates the code APOLLO2. [10]
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Fig. 22. Results of Spent Fuel Analyses

Experiment Fuel Type # Samples Burn-up Range
Bugey 3 UOX: 3.1% U235 Enrichment 1 20 GWdrt
Gravelines 2&3 UOX: 4.5% U235 Enrichment 7 26-61 GWd/t
Malibu Program UOX: 4.3% U235 Enrichment 1 71 GWd/t
MOX: 8.1% Plutonium 1 68 GWd/t
Cruas 4 ERU: 3.1% U235, 1.2% U236 13-36 GWd/t
Gedeon 1 Program UOX: 3.25% Enrichment Gd,Os: 5% 6 2.5-8.5 GWd/t
Gedeon 2 Program UOX: 0.2% Enrichment Gd,Os: 8% 12 3.5-11.8 GWd/t
Saint Laurent B1 MOX: 2.9-5.6% Plutonium 25-45 GWd/it
Dampierre 2 MOX: 6.7% Plutonium 4 52-57 GWd/t
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This section briefly reviews the use of APOLLO2
transport code at EDF, it mainly focuses on the production,
conception and R&D aspects.

11.1 APOLLO2.5: the Industrial Lattice Code in EDF

The EDF core calculation chain, CASSIOPEE, includes
two main components:

» The GAB package, which aims to generate the neutronic
libraries of assembly 2-group cross-sections using the
CEA deterministic transport code APOLLO2.5.

¢« The COCCINELLE core calculation code, which
solves the diffusion equation with two energy groups
and homogeneous assemblies.

The GAB package (“Library Automatic Generator
codes system”) has been developed by EDF to automate
lattice physics calculations (Fig. 23). GAB implements
the industrial calculation scheme by executing about one
thousand calculations accounting for burn-up, feedback
parameters change and geometry changes with insertion
of control rods.

Transport calculations are performed using the 99-
group energy cross section library CEA 93 release 6 and
the Collision Probability Method (CPM) with a multicell
simplified geometry. Using the transport flux as a weighting
function, spatial homogenization and energy collapsing
are performed within GAB.

11.2 APOLLO2.8: the Future Lattice Code in EDF

EDF R&D is currently developing a new calculation
scheme aimed at calculating the safety parameters of PWRs.
EDF main motivation to renew its calculation scheme is
driven by a need to further increase the accuracy of its core
calculations. This will be achieved by using state of the art
neutronic codes and methods and the most recent nuclear
data.

The future EDF calculation scheme is based on the
classical 2-step approach. The first step consists in
computing few-group cross sections libraries thanks to
assembly calculations performed with CEA’s deterministic
transport code APOLLO2.8. The second step deals with
whole core 3D calculations using the data computed at
the first stage. EDF’s next generation core code is the code
COCAGNE [91] developed at EDF R&D.

11.2.1 The REL2005 Scheme

The transport calculations of the scheme are based on
the deterministic LWR assembly calculation scheme
REL2005 [17] which has been developed at CEA. The 2D
lattice transport deterministic code used for this purpose
is APOLLO2.8. The multigroup cross sections library
associated with the REL2005 scheme uses the SHEM
281-group energy mesh. [15] The isotope cross sections
gathered in the multigroup library used by APOLLO2 are
mainly from the JEFF3.1.1 punctual evaluations. [13] The
assembly calculation stage consists in solving the transport
equation with a fine space and energy discretization. In
order to obtain a good trade-off between accuracy and
calculation speed, the assembly calculation is divided in
two phases, as shown in Fig. 24:

» The first one consists of a fine flux calculation using
a multicell collision probability approach. The 281-
group flux so computed is then used as a weight
function to perform cross section energy collapsing
(from 281 groups to 26 groups).

* The second phase is a detailed spatial calculation
where the geometry is explicitly treated using the
optimized “windmill mesh.” An example of this
mesh for LWR fuel assemblies is given in Fig. 25.
The solver used is based on the method of
characteristics.

Assembly
the transport equation resolution
with 99 groups of energy
then condensation to 2 groups
APOLLO2 (CEA computer code)

}

Assembly
transport-diffusion equivalence
HERMES (EDF computer code)

|

Assembly
assembly homogenization
JONAS (EDF computer code)

!

Neutronic fuel assembly cross-sections
libraries for PWR core calulations with
the EDF computer code COCCINELLE

GAB

Fig. 23. Generation of the Neutronic Assembly Libraries with the GAB Package

493

NUCLEAR ENGINEERING AND TECHNOLOGY, VOL.42 NO.5 OCTOBER 2010



11.2.2 Assembly Calculation for the EDF Core
Calculation Scheme

The resulting 26-group flux is first used as a weighting
function in the final collapsing of the cross sections from
26 to 2 energy groups. Additionally, a homogenization
phase yields equivalent cross sections that may be used
by the core code. Depending on the core calculation type,
heterogeneous or homogeneous, the homogenized geometry
is either a lattice of homogeneous cells describing the
pin-by-pin assembly structure or alternatively the whole
assembly. Cross sections feedbacks are calculated by
interpolating in the multi-parameter cross sections tables
of the cross-section library.

The main benefits of APOLLO2.8/REL2005 scheme
are an improved cross section library with a refined energy
discretization and the MOC transport solver used on a
refined spatial mesh, while the calculation time still
complies with industrial constraints.

11.2.3 APOLLO?Z Verification & Validation

The new optimized calculation scheme REL2005 has
been verified by CEA [17, 19] for all types of assemblies
used in EDF PWRs, UOX and MOX assemblies, with or
without burnable poisons and/or with or without inserted
control rods. This verification is based on the comparison
of APOLLO2.8/REL2005 calculation results against
continuous-energy Monte Carlo TRIPOLI-4 [24, 25]
reference calculation. As an example, this comparison for
specific PWR benchmarks shows the ability of the
deterministic tool to calculate UOX assemblies poisoned
with gadolinium within 200 pcm accuracy on reactivity
and 1% on the pin-by-pin power distribution. Further
verification work will be completed against startup tests
and flux map measurements in EDF PWR fleet.

CEA2005
281-group library

CPM multicell
Self-shielding calculation

A 4

CPM multicell
Flux calculation

‘ Energy collapsing ‘
281 g=26g

26-group MOC
flux calculation

-

Fig. 24. New APOLLO2.8 LWR Calculation Scheme REL2005

|If new self-shielding calculation ‘
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Currently, the package APOLLO2.8-MOC/CEA2005-
SHEM is undergoing a large validation program with the
CEA. Calculation results performed by the CEA with
REL2005 scheme show good agreements with the
experiments:

» Reactivity is slightly over predicted for the UO2 and
mixed MOX-UO2 configurations: 510 pcm £600 pcm
(20). [92]

» The results obtained on pin-by-pin fission rates for
UO2 and MOX assemblies are also very satisfactory,
especially near the interface: +£1.5% £1.6% (20). [92]

» Absorber worths are overestimated by 1.2% to 2.7%
when proper 3D correction, taking into account axial
buckling variation, is applied on the 2D ke . [93]

* Pin-by-pin power at the core/baffle interface is slightly
overestimated by about 2 to 3 %. [94]

* The reactivity worth of large partial void, typically
60% void, is slightly overestimated by +1.0%, that
lies within the 1% (10) experimental uncertainty
margin. The measured radial fission maps are
particularly well predicted, even in the 60-100% high
void fraction configurations. [95]

11.3 APOLLO2.8 Used as a Reference Tool

APOLLO2.8 is also extensively used as a reference
tool facilitating the optimization of the nuclear core code.
It provides transport flux and reaction rates solutions for
fuel assemblies and assembly colorsets that are used for
verification in the following procedures: transport-diffusion
equivalence, [96] pin power reconstruction (Fig. 26), [97]
and microscopic depletion. [98]

After an ongoing validation phase, for which very
satisfactory results have been obtained to date, these new
models will be implemented in the future EDF core
calculation chain.
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Fig. 26. Fission Rate Relative Distribution Discrepancies (%)
for MOX/UOX Configuration Between COCAGNE and
APOLLO2/REL2005

12. CONCLUSIONS

With the incorporation of new homogenization
techniques (resonance mixture and transfer matrix self-
shielding), flux reconstruction methods, new or improved
flux solvers (CPM for RZ geometry, heterogeneous cells
for short MOC and the linear-surface scheme for long
MOC), improved acceleration techniques (DP;), that are
also applied to thermal and external iterations, and a
number of sophisticated modules and tools to help user
calculations, the latest version of the APOLLO2 code has
reached a degree of maturity which makes it an excellent
tool for industrial applications.

New developments are written in FORTRAN90 and
tested in independent mock-ups (IDT, TDT) before their
coupling, via an interface, with the APOLLO2 code. A
‘developers’ version, based on the latest APOLLO?2 one,
allows the development team of the APOLLO2 code to
create and test new methodologies which are later
integrated in the official version. Methods for reflector
homogenization, for both Py transport (for applications to
simplified Py core calculations) and diffusion, [99, 100]
have been incorporated in the developers’ version, as well
as a stochastic scheme for pebble-bed core calculations
based on dynamic transport homogenization. [101] Analyses
have also been carried out for higher-order methods of
characteristics [102] as well as for non-linear acceleration
schemes. [103, 104]

New developments that will be incorporated in the
next release of the code comprise an updated angular-
quadrature module with Galerkin angular quadratures [105]
and extended capabilities for the extraction of cell-based
surfaces-averaged fluxes and partial currents so as to
generate flux discontinuity factors for diffusion and
simplified Py core calculations. [42]

At the time of its conception (the first ke was obtained

495

in 1984) the in-house software, [29, 30] allowing for dynamic
allocation, data structuring and archive of calculations for
future re-starts, made possible the adoption of a modular
architecture for the APOLLO2 code and the use of an user’s
command language, [31] which offered an enormous
advantage for users and developers. However, the advent
of commercial languages with dynamic allocation and
object-oriented programming have made those earlier tools
somewhat obsolete and presently made difficult drastic
changes in the code. This is one of the reasons that have
prompted the Commissariat a I’Energie Atomique et aux
Energies Alternatives to start the development of a new
software, the APOLLO3 code. [106, 107] This new code,
written in C++ and FORTRAN2003 with an object-oriented
architecture compatible with massive parallel computers,
is meant to include the existing capabilities of APOLLO2
and the core codes CRONOS [108] and ERANOS [109]
within a single platform, incorporating the experience
and know how of the developers and users of these three
codes. APOLLO3 is fully compatible with the Monte
Carlo code TRIPOLI-4, allowing calculations based on
the complementary use of both software packages, as
well as with the nuclear-data treatment code GALILEE
[26] and the depletion software package MENDEL,
[110] with which it shares common functionalities.

At the present time the code already disposes of a 3D
linear discontinuous finite element method for axial
geometries with an unstructured XY cross section
generated by an automatic mesh generator [106] as well
as 3D discrete-ordinates methods [48] and a 3D SPy solver.
This new software package will allow present-style two-
step core calculations to be done in a single run as well
as an easy implementation of dynamic homogenization
core calculation schemes. [101, 111] By using parallel
architectures, three-dimensional transport calculations
are possible for assembly, clusters and, with collapsed
cross sections, for homogenized or pin-by-pin full core
calculations. The analysis of these techniques in under
progress for the short and long MOC methods.

Nevertheless, APOLLO2 will remain for long time in
use and new developments will be added to the code as
needed. Long live APOLLO2!
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