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Abstract

A computer program COVAFIT has been developed and applied to the evaluation of experimen-

tal cross sections for MeV energy incident particles. The program utilizes weighted least-square lin-
ear regression method with high-order polynomials derived in this study. Meeting the growing de-
mand for the treatment of covariances in nuclear data, it deals with the variance and covariance
data provided along with experimental cross sections and vields those for the evaluated ones. The
evaluated results on two sets of neutron total cross section of oxygen and three sets of proton cross
section for C' production reactions confirm the methodology formulated in and the applicability of

the program.
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1. Introduction

The nuclear data evaluation in a broad sense
includes activities such as the evaluation of point-wise
experimental or theoretical data and the processing
of the evaluated data to a suitable form for applica-
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tions. In a narrow sense, this refers to the former ac-
tivity, and the resulting product is the so-called eval-
uated nuclear data library such as ENDF of US.A,
JENDL of Japan, and JEF of Europe. The term
‘evaluation’ means to generate a single representa-
tive value for a fixed condition and, in addition, to
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prepare a complete set of values which covers the
whole range of conditions under consideration. The

‘nuclear data’ consists of many kinds of physical

terms : the nuclear reaction cross sections, resonance,

parameters, energy and angle distributions of emitted
particles, radioactivity and fission-product vield data,
and so on. This paper deals with the statistical evalu-
ation of cross sections obtained from experiments.

It is a common practice to fit experimental data for
the evaluation when there is no suitable theoretical
model to estimate the cross section for a certain en-
ergy range of an incident particle. The fitting ap-
proach is also adopted when there is a need to esti-
mate the model parameters necessary to complete a
physical model. There are many general-purpose
computer programs to fit data and, in the nuclear
field, even over 10 least-square fitting programs are
available from OECD/NEA Data Bank[1]. The pur-
pose and applicability of the programs, however, are
different each other and seldom meet the require-
ments for this study. The requirements on the prog-
ram established for the study are as follows. The vari-
ance-covariances of raw data affect the resulting
evaluated values themselves and also the confidence
level of evaluated ones[2]. In addition, the
variance-covariances of evaluated quantity are reques-
ted in ENDF-6 format and their importance has been
emphasized since the early 1970’s [3(papers 4.1 and
4.2), 4]. Therefore the program shall treat variance
and covariance data which are provided along with
the experimental value and shall give variances and
covariances of evaluated, i.e. fitted values. As the sec-
ond requirement, the access to the program shall be
easy. Since the program ultimately will be one of the
modules in an integrated nuclear data evaluation
code package,\the well-defined interface and accessi-
bility to the source program are essential. The third
one is on the supplementary output items. Since the
fitted result by itself is not acceptable sometimes, the
evaluator always-should review the result and decide
to accept or not. Other information, e.g. the good-
ness of fit, is helpful to the decision and the program

shall provide such information additional to the fitted
values and their variance-covariances.

A computer program COVAFIT which meets
above requirements has been developed. COVAFIT
fits experimental reaction cross section against the
energy of incident particle. It adopts the weighted lin
ear least-square regression method with high-order
polynomials. Section 2 describes the method includ-
ing the newly derived orthogonal polynomial. One of
the major features of COVAFIT is the capability to
treat the variance-covariance matrix provided along
with the raw cross section data. Detailed features are
found in subsection 2.2. Section 3 shows the evaluat
ed neutron total cross sections of oxygen and proton
interaction cross section for a C"! production reac-
tion with discussions. The final section is devoted to
conclusions and suggestions for the further improve-

ments.

2. Fitting Methodology and Features of COVAFIT

2.1. Weighted Least-Square Regression Method-
ology

A function y(x) is presented by following equation
in COVAFIT.
_V(x) = bU Pg(x) + bl Pl(x)

+ .. - +bK_1PK_1(x) , (1)

where the coefficients b’s are determined through
the regression. This equation is linear to the re-
gression parameter vector b regardless of the form
of function vector P(x). The function P(x) will be de-
rived later in this subsection.

To begin with, suppose the model characterizing
N experimental data :

Y=X8+e,
where Y is the vector of observed values (y, vo---w)"
X the N by K design {or sensitivity) matrix such as
Py(xy) Pi(x)) -+ Pg-i(x))
= | Plx) Pizm) - Prylm) |

Po(‘xzv) Pl(.xN) PK—I.(xN)
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and ¢ is the error vector of which the expected val-
ue, El¢), equals to null vector and the variance-co-
variance matrix, V(e), equals to Vg2 The off-diagonal
elements of V(e) may not be zero because of corme-
lated observations. The governing equation, viz. nor-
mal equation, for the above model is
X'VIiXb=X'VY
where the vector b is the estimation of §[5]. Then
the solution becomes
b=(X'V'X)'X'vly 2)
and its variance-covariance matrix is
V(b) = (X'V'X) 142, 3)

The regression parameter vector b is an unbiased
estimation of B if the design matrix has been chosen
adequately. The inverse of V in Eqgs.{2) and (3) is a
kind of weighting matrix and the inversion is rela-
tively easy because V is symmetric and positive defi-
nite normally. Cholesky’s method [6] is adopted in
COVAFIT to get the inverse. If only the observations
of a physical quantity under consideration are re-
ported without their variances and covariances, V
becomes unit matrix and 2¢? in Eq.(3) is assumed to
be equal to the mean square errors between the fit-
ted and given raw data.

Now let us concentrate on how to construct the
design matrix X It is required in Eqs.(2) and (3) to
inverse the matrix X V!X Even the inversion is not
so difficult because the matrix size is relatively small,
only K by K, there are advantages attributed to the
diagonalization of the matrix Additional to the re-
duced computational effort in the inversion another
advantage is as follows. The diagonalization results in
zero covariances between regression parameters, b/’s,
in Eq.(3). Then the values of parameters are not
altered by the change of fitting order K, and only par-
ameters corresponding to the higher terms are
re-computed when K is increased. This characteristics
js indispensable to find a statistically optimal fitting
order without excess computational effort.

The (k, I} element of X V-1X is written by

< N
Elj)k(xi) i§1 w,‘,‘P[( x’)‘
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where wy is the (j, i) element of V. Following
recursion relation, which is derived in this study,
makes the off-diagonal terms (k#1) be zero :

Pl = (x=7) Pux) = Z CEPI()
where »
N N
g}xipk(xi);?l w;i P ;)

Ve = N N '
‘gl Px) ’gl w;iPx,)
N N
2 % Pi(x;) 2 wiPi(x))
che =) =

N ¥ ,
igl P (x;) ]gl w;; Py (x))

and Po(x) =1. The orthogonality achieved by apply-

" ing the abowe relation eliminates, at least in principle,

the so-called multicollinearity and assures non-singu-

- larity of X V"X

Since the ANOVA (ANalysis Of VAriance) is es-
sential to any fitting program it is described briefly
here rather than in next subsection. The ANOVA
provides a measure to check the goodness of fitted
results. The F-test is utilized in COVAFIT to judge
whether the regression is significant or not and how

-much each term in Eq.{1) is significant. The statistical

terms, sum of squares due to residual errors (SSE)
and due to regression (SSR), are calculated by

SSE= (Y-0)'V Y-,
SSR = ");11 SS(by) |

SS( b;)=b? (P;(x;) Pi(x,)--Pi(xp))
VU Pi(xy) Pi(xy) - Pxp)’,

where Y is the raw data vector and Y the fitted vec-
tor. The Fo value for the regression is equal to
{SSR/SSE). (N-K-2)/(K-1) and this value is com-
pared to that of F(K-1, N-K-2; a) with the level of sig
nificance a. The significance of each parameter b is
calculated similarly and the contribution of i-th term
on the regression is judged. Meanwhile the covariance
between two fitted values at x, and x, is calculated by



A Regression Program COVAFIT Accounting for Variance-Covariances---S.Y. Oh and J.H. Chang 75

COV ( 5711- ,"Gh):(Pu(xa)'“ PK~1(xn))
V(b) (Py(xs) - Pr_1(x4))’

and this becomes the variance if x, = x.
2.2. Features of COVAFIT

The FORTRAN 77 program COVAFIT runs at an
IBM compatible PC. The input consists of direct user
input and a raw data file. An EXFOR file[2] which
contains experimental nuclear data under evaluation
is directly used as the input. EXFOR files contain vari-
ous kind of data from file to file and are distributed
by OECD/NEA Data Bank. The output consists of fit-
ted values and their variance-covariances, the meas-
ures to show the significance of the regression, and
other information such as followings.

The optimal fitting order recommended in COV-

AFIT is determined by comparing the F; values for fit-
ting order of from 1 to K-1. Owing to the orthogonal-

ity no additional computation effort to the regression
parameters is needed for different orders.

Identifying outliers is one of the features of COV-
AFIT. An outlier is a datum which deviates far from
the trend of other observed values. It is normally due
to an experimental fault, however in cross sections,
the resonance region physically includes outlying
data in the sense of data fitting. The outliers affect
the results to a great extent and it is required to treat
them separately if those are valid physically. In COV-
AFIT the standardized residual at each energy point
is calculated and, if the value is greater than the criti-
cal value by Lund[7], it is noticed as an outlier.

It is restricted to apply COVAFIT to the cases of
small or infrequent variations in cross sections. So
multiple piecewise COVAFIT fittings and/or post-
COVAFIT processing are recommended to cover
a very wide energy range and steep vanations in
cross sections. COVAFIT yields knots for the spline
interpolation which is one of the post-processing
tools. Values of the regression function, its derivative,
and the second derivative become zero at the recom-

mended knots.

3. Applications and Discussions

3.1. Evaluation of Neutron Cross Section of
Oxygen

Total cross sections of both O'¢ and natural oxy-
gen for MeV range neutrons have been evaluated.
EXFOR entry 10047 is used for O cross section
evaluation and EXFOR entry 20742 for natural oxy-
gen. EXFOR 10047 (Compiled Reference : D.G. Fos-
ter Jr. and D.W. Glasgow, 1971) provides both varian-
ces and penta-diagonal covariances in addition to the
cross sections for over 240 energy points covering
from 25 to 15 MeV. Meanwhile EXFOR entry
20742 (Compiled References:S. Ciefacks et al,
1980, etc.) contains total cross sections of over 21,
000 points for 3.1 to 32 MeV incident neutrons, and
it was used in JENDL-3 for higher than 3 MeV neu-
trons[8].

F\g. 1 shows the evaluated O total cross section.
The whole energy range is divided into 7 intervals, as
indicated by vertical dotted lines in the figure, and fit-
ting order varies from 5 to 17 for each interval.
Although there is, in general, no direct measure to
justify the final acceptance of the fitted result except
the evaluator’s decision, this figure looks well-evalu-
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Fig. 1. Evaluated Neutron Total Cross Section of O'¢
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ated and the program COVAFIT is satisfactory in its
function. An issue, however, arises : how to divide the
whole energy range into small intervals. It is the con-
clusion that the energies having peak or dip cross
section are taken as the interval boundaries since the
regression tends to yield underestimated cross sec-
tions for peak portions or overestimated ones for
dips within an interval. Fig. 2 shows an example of
the behavior of standard deviation, which equals to
square-root of variance, of estimated cross sections
for 29~3.7 MeV region. The raw data in this figure
means the reported experimental standard devia-
tions. The larger values near interval boundaries ar:a
statistically natural; in general, the loci of confidence
limits of a regression show the form similar to a con-
cave lens. However it is not true physically in this
case because the boundaries are ones determined ar-
bitrarily by the evaluator. Therefore an overlap be-
tween intervals is necessary to remove such unphuysi-
cal large variances. For example, let us consider six
energy points ovelapping case which means six points
are included in both adjacent intervals. Two estim-
ated variances are obtained for each overlapped point,
then the variances at three energy points near to
the boundary are discarded. Overlapping four to ten
experimental energy points is adequate to obtain a
set of meaningful variances through the whole en-
ergy range. Fig. 2 also shows the difference caused
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Fig. 2. An Example of Standard Deviations in Evaluated
Cross Sections
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by whether the raw standard deviations are utilized
or not. The solid line is for the case accounting for
given variance-covariances data and the dotted line
for the case without those data. The estimated cross
sections of the two cases are very close each other,
but the resulting variances are different. On the other
hand, the estimated covariances show a correlation
between any two estimated cross sections in an inter-
val and it is observed that there are negative covarian-
ces with small magnitudes.

COVAFIT has been applied also to the evaluation
of total cross section of natural oxygen with EXFOR
entry 20742. The results confirm again the applica-
bility of the program for smooth varying cross sections,
higher than 7 MeV in this case. The program works
well as shown in Fig. 3 even for a sharp reson-
ance. However it reveals a weakness for consecutive
sharp resonances in one energy interval. Although
the weakness can be overcome by taking narrower
intervals, it needs more evaluation effort. Increasing
the order of polynomial is the other solution but it
decreases the statistical significance of the regression.
So a pre-processing of the raw data has been con-
sidered, but not accommodated vet, in the following
way. The pre-processing flattens the data by subtrac-
ting the resonance portion, which is calculated by ap-
plying certain resonance model, from the raw data.
Then it is added later to the evaluated result obtain-

8-O-0(N.TOT)..SIG
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Fig. 3. An Example of Evaluated Cross Section around
a Resolved Resonance
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ed with flattened data. It seems that a rather crude
resonance model is sufficient, but the treatment of

variance-covariance remains as an issue.

3.2. Evaluation of Proton Cross Section for
C!" Production Reaction

The positron (e*) emission tomography (PET),
one of the advanced medical diagnosis equipments,
uses radioactive isotopes such as C!!, N** and O®® to
get in vivo information[9). The proton interaction
cross sections for three C!" production reactions,
B'(p, n)C", C¥(p, p+n)C" and N'{p, a)C", have
been evaluated. Since there are, in essence, no re-
markable differences in the results for all three cases,
only the evaluation for the first reaction is reported
in this paper.

Four EXFOR entries, AD330(B. Anders, 1981),
B0106(G. Albouy, 1962), P0001(J.H. Gibbons,
1959), and P0045(M. Furukawa, 1960), have been
merged into one file before applying COVAFIT, and
the energy scale has been transformed by taking nat-
ural logarithm because of the broad proton energy
range. Fig. 4 shows the resulting cross section curve.
It is worthy to note that the magnitudes of standard
deviations in raw data have a broad range, 2.5 to
25% of cross section from file to file and from en-
ergy to energy (Error bars are not presented in the
figure for legibility). Then the key is whether COV-

360 etk 4
5811 (p,n) 6-C-11 l

4 *+,
300 R *"‘ Gibbons ('59)

Furukawa ('60)

A
250 +
o Anders (81}
x

200 4
Albouy (62)
150 4

100

Cross Section (mb)

50

[ ) S . e T
1 10 100
Proton Energy (MeV)

Fig. 4. Evaluated Cross Section of B'(p, n)C'* Reaction

AFIT reflects the importance of each experimental
datum, and it seems that the program has done. The
evaluated cross sections for the above-mentioned
other two C!! production reactions also show the ap-
plicability of the program.

4. Conclusions and Recommendations

The program COVAFIT vields meaningful evaluat-
ed cross sections and their variance-covariances in all
five cases attempted. Including especially the newly
proposed method to construct the design matrix, math-
ematical formulations are adequate enough and the
program meets the requirements mentioned in Sec.
1. Since there is no measure to confirm the validity
of the produced covariances[3(paper 1.1)], the dis-
cussions in the paper are focused on the evaluated
cross sections themselves. Even so it shall not be
overlooked that the most important feature of COV-
AFIT is the capability to treat the covariances of raw
data.

The program, however, requires much time and
effort to evaluate sharply and highly fluctuating data.
It is expected that a special treatment for resolved res-
onances can reduce the burden. Meanwhile adopting
the so-called segmented regression method can also
do, but the problem may become non-linear to take
the best of merits of the method.

An enhanced version might include advanced feat-
ures. Features recommendable are as follows:a
graphic output interface for the easy eye checking,
enhanced input/output interface for multiple evalua-
tions in a run, and spline interpolation routine as

one of the choices.
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