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1. Introduction 
 
Nowadays, high fidelity reactor analysis methods, 
especially Monte Carlo [1-2] and Method of 
Characteristics [3-4], are attracting people’s attention. So 
far, the two step method [5] has been considered the only 
way to design a nuclear reactor core because it takes 
several thousand whole core simulations to design a new 
reactor core but the high fidelity methods need a lot of 
time and computer memory. A single step steady 
calculation also takes lots of time. A more severe 
problem is the depletion calculation. In the Monte Carlo 
depletion calculation, about 200~300 isotopes are 
considered and about 6 1-group reaction rates and 3-
group fission reaction rate are tallied for simulating a 
Pressurized Water Reactor (PWR) which contains about 
50,000 fuel pins [6]. In Kord Smith’s challenge [7], he 
suggested dividing the fuel pin axially into 400 meshes 
and radially into 10 rings. To tally a 1-group reaction 
rate, three double precision floating point variables (8 
bytes) is needed in a Monte Carlo transport simulation. 9 
kinds of tally for every 300 isotopes in 200 million cells 
(50,000 fuel pins x 400 axial meshes x 10 radial rings) 
yield about 13 terabytes (Tb) of computer memory just 
for the tally. The tremendous computer memory 
consumption is a big problem and also the extremely 
slow computing time is a big obstacle in Monte Carlo 
depletion calculations. In this paper, a hybrid depletion 
method is suggested. This method adopts resonance 
treated multi-group cross sections with tallied multi-
group neutron flux. The method does not need the 
reaction rate tally; it just needs the cell-wise multi-group 
flux tally. The hybrid Monte Carlo depletion method can 
reduce a considerable amount of computer memory and 
this memory reduction yields a computing speed 
improvement. The in-house Monte Carlo code MCS [8] 
and Lattice code STREAM [9] are used for relevant 
analyses with ENDF/B-VII.0 [10] nuclear data. 
 

2. Model Problem Description 
 
A 2-dimensional infinite pin cell model is analyzed in 
order to do a feasibility study of the hybrid Monte Carlo 
depletion using resonance treated multi-group cross 
sections. Fig. 1 is the geometry of a pin cell model 
which is one of the fuel pin in BEAVRS [6]. Table I 
contains the specific fresh fuel composition of the model 
problem. 
 
 

 

 
 
Fig. 1. 2.4 % enriched UO2 fuel pin geometry [6] 
 

Table I. Fresh Fuel Pin Composition [6] 
Density (g/cc) 10.29748 

Isotope Number Density (atom/b-cm)

U-234 4.4842E-06 
U-235 5.5814E-04 
U-238 2.2407E-02 
O-16 4.5828E-02 
O-17 1.7457E-05 
O-18 9.4176E-05 

 
3. Conventional Monte Carlo Depletion 

 
In Monte Carlo depletion simulation, the MCS tallies 1-
group reaction rates for every isotope in the fuel pin. In 
this paper, ( , )n  , ( , )n f , ( , 2 )n n , ( ,3 )n n , ( , )n  , 

( , )n p  reactions are considered for every isotope and 3-

group fission reaction rates are considered for fissile 
isotopes. Fig. 2 shows a flow chart of the conventional 
Monte Carlo depletion calculation.  
 

 
 
Fig. 2. Flow chart of conventional Monte Carlo 
depletion calculation 
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In the deterministic methods (e.g., method of 
characteristics), there are more assumptions than the 
Monte Carlo method. For instance, the deterministic 
methods adopt the multi-group cross sections. So far, 
there is no way to generate a multi-group cross section 
which is exactly equivalent to a continuous energy cross 
section. It is possible to consider that the accuracies of 
the deterministic transport solver and the Monte Carlo 
transport solver are almost the same, but the multi-group 
cross section involves more error than the continuous 
energy cross section. For that reason, Monte Carlo 
simulation results have been used as a reference solution 
of the deterministic simulation results, but the 
consumption of tremendous computer memory for the 
reaction rate tally is the most severe obstacle in the 
conventional Monte Carlo depletion calculation. 
According to Kord Smith’s challenge [7], he suggested 
considering about 300 isotopes in a single burnup region 
and dividing the fuel pin axially into 400 meshes and 
radially into 10 rings. This would result in about 200 
million burnup regions (50,000 fuel pins x 400 axial 
meshes x 10 radial rings) in a PWR core. The 6 types of 
reaction rates and 3-group fission reaction rate are tallied 
for depletion calculation in this paper. The 6 reaction 
rates are used to build a depletion matrix and the 3-group 
fission reaction rate is used to utilize multi-group fission 
yield data. To tally a single variable, three double 
precision floating point variables are needed in order to 
obtain an average value and its statistical error. Table II 
summarizes how much computer memory is required to 
simulate the pin-wise depletion of a commercial PWR 
core in the conventional Monte Carlo depletion method. 
By multiplying every value from the number of fuel pins 
to the number of the number of information in Table II, 
and by considering the computer memory requirement of 
double precision floating point variable, it is possible to 
obtain about 13 Tb of the computer memory 
consumption for the reaction rates tally. 
 
Table II. Memory Consumption for Full Core Depletion 

Calculation in Conventional Monte Carlo Simulation 
Fuel pin 50,000 

Axial mesh 400 
Radial ring 10 

Isotope 300 
Reaction tally 9 
Information 3 

Double precision 8 byte 

Total ~13 Tb 
 

4. Hybrid Monte Carlo Depletion 
 
The same kinds of reactions are considered in the hybrid 
Monte Carlo depletion. The difference is the hybrid 
Monte Carlo depletion does not need a reaction-wise 
tally. It just tallies the cell-wise multi-group flux and 
utilizes resonance treated multi-group cross sections. 
The multi-group cross-sections are generated by using 

the lattice physics code STREAM. In the generation of 
multi-group cross section library of STREAM, 72 
energy group structures are used. The 72-group structure 
is similar with other production codes [11-13]. The 12 
fast energy groups (2.478E+5 eV ~ 1E+7eV) and 43 
thermal energy groups (1E-5 eV ~ 4 eV) make accurate 
fast and thermal cross sections for LWRs applications. 
STREAM performs the resonance self-shielding 
calculation and generates shielded multi-group cross 
sections for the 15 resonance energy group (4 eV ~ 
2.478E+5 eV) and extended resonance energy range(0.3 
eV ~ 4 eV). An advanced resonance self-shielding 
method has been adopted in the STREAM code [9]. Fig. 
3 presents a flow chart of the hybrid Monte Carlo 
depletion calculation.  
 

 
 
Fig. 3. Flow chart of hybrid Monte Carlo depletion 
calculation 
 
Table III summarizes how much computer memory is 
required to simulate the pin-wise depletion of a 
commercial PWR core in the hybrid Monte Carlo 
depletion method. By the same way in Table II, it is 
possible to obtain about 345 gigabytes (Gb) of the 
computer memory consumption for the 72-group flux 
tally. This is just 1/40 the computer memory of the 
conventional Monte Carlo depletion method. 
 
Table III. Memory Consumption for Full Core Depletion 

Calculation in Hybrid Monte Carlo Simulation 
Fuel pin 50,000 

Axial mesh 400 
Radial ring 10 
Group flux 72 
Information 3 

Double precision 8 byte 

Total ~345 Gb 
 

5. Results 
 
Using the UO2 fuel pin, the conventional and hybrid 
depletion calculation is conducted. The unit burnup step 
of the calculation is set as 600 MWd/MTU and the 
temperature of fuel, helium, cladding, and water is fixed 
as 300 K. Fig. 4 show the comparison between the 
conventional and the hybrid Monte Carlo depletion 
calculations. The overall standard deviation of the 
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multiplication factor is 15 pcm. The largest difference is 
about 150 pcm. The difference is several times larger 
than the overall standard deviation but it is still possible 
to have trust on the hybrid Monte Carlo depletion 
method in terms of a practical implementation. 

 

 
 

Fig. 4. Multiplication factor comparison between the 
conventional and hybrid Monte Carlo depletion 
calculation. 
 

6. Conclusions 
 
This is a preliminary study of the hybrid Monte Carlo 
depletion method. Using the infinite 2-dimensional fuel 
pin model, a feasibility test is performed. The hybrid 
Monte Carlo depletion method can reduce the computer 
memory for the tally by about 1/40 and the accuracy is 
also credible. The suggested method can be a potential 
solution to the computer memory problem in Monte 
Carlo depletion calculations. In the future, this method is 
going to be applied to an assembly and a whole core. 
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