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Abstract - The TAPIRO experimental reactor is modelled by the Monte Carlo code SERPENT and the
deterministic code ERANOS. The results of the simulations of some measurements performed on the reactor
in the past are compared to the experimental data. The analysis of the results is focused on the role of cross
section data libraries, on the approximation in the modelling associated to the use of deterministic tools and
on the need of nuclear data, with special regards to copper, being a relevant component in the TAPIRO reactor.

I. INTRODUCTION

In the evaluation of the approaches to the simulation of
nuclear fission systems, integral measurements are of funda-
mental importance, as they allow to assess the various con-
stituents of the approach adopted in the analysis: physical
models, numerical methods and nuclear data. At present, a
work is in progress to assess a set of integral measurements
resulting from an experimental campaign performed on the
TAPIRO research reactor [1] some years ago. The final objec-
tive of the activity is to employ the data acquired through the
experiments in a nuclear data adjustment procedure [2]; this
objective is foreseen to be achieved in two phases. First, the
TAPIRO reactor is to be simulated by the Monte Carlo method
and by a deterministic approach. The neutronic simulation
allows to calculate the reaction rates and therefore, by direct
comparison with the measured values, to verify the suitability
of the TAPIRO modelling approach, regarding both the codes
and the data libraries. Second, an investigation on the effect of
the cross section data used in the prediction of the quantities
measured in the experiments is to be performed, as the sensi-
tivity of integral parameters to cross section data is essential
to the adjustment formalism.

The present work describes the first part of the activity and
focuses on the simulation of the TAPIRO reactor and the ex-
perimental campaign using the Monte Carlo and deterministic
methods. First, the basic features of the TAPIRO reactor and
the nature and scopes of the experimental campaign are sum-
marised. Next, the modelling approach is described, both in
relation to the model of the reactor and as regards the represen-
tation of the experiment. Finally, some computational results
of the model are compared and discussed, using different cross
section data libraries. Due to the relevant contribution of cop-
per to the neutronics of this system, the effects of its properties
are also preliminarily analysed.

II. THE TAPIRO REACTOR AND THE EXPERIMEN-
TAL CAMPAIGN

The TAPIRO (TAratura PIla Rapida Potenza ZerO) reac-
tor (Fig. 1) is a fast spectrum research reactor of the Italian
National Agency for New Technologies, Energy and Sustain-
able Economic Development (ENEA) laboratories, located

in Casaccia, Italy [1]. The core of the TAPIRO reactor is a
square cylinder (diameter about 12 cm). The fuel is made
of a highly-enriched uranium-molybdenum alloy (98.5 wt.%
U–1.5 wt.% Mo). The maximum operating power is 5 kW,
producing a flux of about 4 · 1012 n/(cm2s) at the core centre.
Additional design characteristics are summarised in Table I.

Fig. 1. Irradiation facilities of TAPIRO [1]: 1) diametral
channel; 2) tangential channel; 3) radial channel 1; 4) radial
channel 2; 5) detector channels; 6) paraffin; 7) thermal column.

The irradiation channels (Fig. 2) allow to insert devices
also in high flux regions. They are enclosed in a metallic jacket
and have a reducing section going toward the core to limit the
gamma streaming effect. Each channel plug is constituted by
a casing filled with shielding material and it is provided with a
copper extension placed in the reflector zone. This extension
may be modified to host the sample container [1].

All the control rods are made of copper: the shim rods
are used to control the nominal power, the regulation rod
movement ensures the fine adjustment of the criticality and
the safety rods allow the scram. During normal operation, all
control rods are inserted. When extracted, they are hosted in a
sort of plenum of air in the inner reflector and the remaining
void is replaced by about 15 cm of air [3]. The thermal column
provides an epithermal flux [1].
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TABLE I. Characteristics of the TAPIRO reactor [1].

CORE
• Cylindrical: diameter about 12 cm
• Diameter/height: about 1
FUEL
• Uranium-molybdenum alloy (98.5 wt.% U–1.5 wt.% Mo)
• Density: 18.5 g cm−3

• Enrichment: 93.5% 235U
REFLECTOR
• Cylindrical Inner Reflector: diameter 34.8 cm
• Outer Reflector: diameter 80 cm
• Overall Height: 70 cm
• Material: Copper
COOLING SYSTEM
• Forced He: 100 g/s @ 7.5 ata
BIOLOGICAL SHIELD
• Shape: near spherical
• Thickness: 175 cm
• Material: high density borate concrete
IRRADIATION CHANNELS
• 3 channels at the reactor mid-plane
• 1 tangential (to the top edge of the core)
CONTROL RODS
• 2 Shim Rods + 2 Safety Rods + 1 Regulation Rod

Fig. 2. Section of the reactor parallel to the floor of the reactor
room at 100 cm height [1]: 1) source channel; 2) tangential
channel; 3) diametral channel; 4) horizontal channel thermal
column 1; 5) horizontal channel thermal column 2; 6) thermal
column; 7) safety rod 1; 8) regulation rod; 9) shim rod 1; 10)
shim rod 2; 11) safety rod 2; 12) radial channel 1; 13) grand
horizontal channel; 14) radial channel 2.

In the framework of a collaborative agreement between
ENEA and the Studiecentrum voor Kernenergie / Centre
d’Etude de l’Energie Nucléaire (SCK•CEN) of Belgium, an
experimental campaign was carried out on the TAPIRO reac-
tor from 1980 to 1986 [4]. The objective of the irradiation
campaign was to provide a neutronic characterisation of the
TAPIRO reactor, which revealed several interesting features
of the neutron flux distribution (both spatial and energetic) of
the reactor, among which includes a spherical symmetry of
the flux with respect to the core centre.

As part of the experimental campaign, the reaction rates
of different isotopes were measured in all irradiation channels
existing in TAPIRO. In this work, we focus on the fission
rates of Np-237, U-238 and U-235 measured along the radial
channel 1 by miniature fission chambers (diameter 1.5 mm,
length 0.4 mm [4]). The count rates recorded by these devices
are compared with the computed results, taking into account
the uncertainties of both experimental and computed results.

III. THE TAPIRO MODELS

In this section, the two models utilised to describe the
system are presented, together with the approximations intro-
duced to implement them into the computational codes.

1. The SERPENT Monte Carlo model

A previously developed model of the TAPIRO reactor [3]
that was implemented in the SERPENT Monte Carlo code
(version 1.1.19) [5] has been modified in order to describe the
configuration of the reactor during the experimental campaign.

The geometry of TAPIRO implemented in the SERPENT
model includes: the core, the primary circuit for the core cool-
ing, the inner and outer reflectors (Fig. 3) and the diametral
channel, the tangential channel and the radial channel 1. The
core centre corresponds to the centre of the frame of reference
used in the model. The radial channel 1 is parallel to the x-axis,
instead the tangential and diametral channel to the y-axis.

The radial channel 2 and the source channel are not con-
sidered, since the work presented does not involve a neutronic
characterisation of those regions. Instead, within the reflector,
these regions are assumed to contain the reflector material,
which is the same as that of the plug in the same region. Out-
side of the reflector, these channels are considered to be part
of the biological shield in the model. These approximations
are necessary due to limitations of geometry capabilities of the
version of the code in use, but are not foreseen to introduce a
large error in the representation of the reactor for the experi-
ments, as these regions are neutronically far from the channels
in which the measurements are carried out and the channels
not involved in the measurements are filled with the plug. The
material compositions have been provided by ENEA.

The concrete shield that surrounds the thermal column is
simplified in the model with respect to the reality: it consists
of a regular parallelepiped. This approximation is acceptable
since the region has a negligible neutronic relevance with
regard to the experiments [3].

In Table II, the positions of the control rods during the
experiment are reported. Control rod positions are measured
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Fig. 3. A xy-section extended to the outer reflector radius at
z=1 cm at the same orientation as in Fig. 2 (IR: inner reflector,
OR: outer reflector).

relative to the top of the core. The control rod level equal to
15 cm for the shim and regulation rods corresponds to the full
insertion of the rod at the height of the top of the core (z≈5.55
cm in the reference frame of the model). The safety rods are
inserted at z≈4 cm in the reference frame of the model.

TABLE II. Control rods level in the reference frame of the
control rods [4].

Rods type position [cm]

Shim rods 10.0
Regulation rod 9.25
Safety rods 13.4

In Fig. 3, an axial section of the model is shown at the po-
sition z=1 cm. At that height, the shim rods and the regulation
rod are extracted (Table II), so the channels contain air. The
other rods are inserted at that height.

The radial channel 1 (Fig. 4) penetrates in the inner
reflector and reaches the limit of the biological shielding (220
cm from the core centre). To obtain the fission rates traverse
of this channel, a square access groove (0.5 mm side) was
bored in the centre of the plug for the whole length of the
radial channel 1 [4]. In the model (Fig. 5 a)), the form of the
access groove is cylindrical. The fission chamber is placed
on a copper insert (Fig. 5 b)) that covers the half of the
access groove cross section: moving the copper insert along
the access groove length, the fission chamber can record the
fission rate in selected points of measurement.

Since the measurement points are different for different
isotopes, a simplified approach is adopted (avoiding different
Monte Carlo simulations for each point of measurement for
all nuclides): the copper insert is placed in a certain position

a)

b)

c)
Fig. 4. A xy-section of the radial channel 1 at z=0: a) the
channel is entirely closed by plug; b) the copper insert is par-
tially extracted in the reflector zone (the detectors are placed
in the preceding access groove region); c) the copper insert is
extracted to the farthest point of measurement (the detectors
are placed in the preceding access groove region starting from
plane P). The plane P is at the same position in which the cop-
per insert is placed in b). The materials to which the colours
correspond are the same as those labelled in Fig. 3.

a) b)
Fig. 5. a) A yz-section of the radial channel 1 at x=18 cm
(the position of the plane A in the Fig. 4 b)), in which the
model of the access groove and the real one are compared. b)
A yz-section of the radial channel 1 at x=36 cm (the position
of the plane B in the Fig. 4 b)), in which the model of the
copper insert is shown.

in the radial channel 1, and the detectors are positioned in the
preceding void part of the access groove.

The copper insert is moved in two positions: one in the re-
flector zone and one in the shielding zone. The point in which
the copper insert is placed in the reflector zone is decided by
examining the results of an exploratory simulation in which
the copper insert is placed in the furthest point of measurement
among all the nuclides (about 61.5 cm, in the shielding zone,
see Fig. 4 c)). A second simulation is performed moving the
copper insert in the place in which the experimental and simu-
lated fission rates start to diverge (about 26.45 cm). Thanks
to the displacement of the copper insert, the experimental and
simulated results in the first part of the traverse show a better
agreement than in the exploratory simulation [6].
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Indeed, the spectrum in the two parts of the traverse (the
simulations set-up in Fig. 4 b) and Fig. 4 c)) is different, so
to approximate the whole traverse with a single simulation
introduces a greater error with respect to the approach of
splitting the traverse. In Fig. 6, the spectral indexes in the
different regions of radial channel 1 (Fig. 7) are shown. For
the purpose of this analysis, the spectral index is defined as

Ik f (Eg) =
1

Ψk f

∫
~r∈Vk

d~r
∫ Eg−1

Eg

dE Φ(~r, E), (1)

which is the scalar flux Φ integrated in space in the region k
and in the energy range [Eg; Eg−1], divided by

Ψk f =

∫
~r∈Vk

d~r
∫ E f−1

E f

dE Φ(~r, E), (2)

which represents the flux integrated in space in the same region
k and in a reference energy range [E f ; E f−1]. A logical choice
of the reference energy range for a system in which the core
material is highly-enriched U-235 is around the most probable
energy at which a neutron is born from fission of that isotope.
The energy discretisation adopted for analysis of the spectral
indexes in the SERPENT model is consistent with that used
by the ERANOS model of TAPIRO.
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Fig. 6. Comparison of the spectral indexes in the different
regions between the first and the second part of the traverse.

Fig. 7. Radial discretisation of radial channel 1 in zones on
which the flux is integrated.

The simulation mode is the criticality source method: the
inactive cycles are 30, the active ones are 2000 to simulate

the fission rates distribution in the first part of the traverse,
3500 for the second part: more cycles are necessary since the
statistics gets poorer moving away from the core. The number
of source neutrons per cycle has been set equal to 2 · 107.
The calculations are performed for the reference simulations
employing the JEFF-3.1.1 cross section library [7]; all cross
sections are evaluated at 293 K.

2. The ERANOS deterministic model

The code version used is ERANOS 2.0 [8]. The energy
grid is constituted by 38 groups. The model [9] is based
on axial-symmetric cylindrical geometry in order to describe
accurately the shape of the core and of the reflector (Fig. 8).
Owing to this choice, the polar asymmetries, such as the radial
channel 1, the diametral channel or the different displacement
of the control rods, cannot be described.

Fig. 8. TAPIRO geometry implemented in ERANOS.

For the generation of cross sections in the module ECCO,
the radial domain is divided into different sections (those in-
dicated in Fig. 7) to preserve the spectrum at the height of
the centre of the core zcore, in correspondence to the radial
channel 1. The spectrum in the core is calculated with the stan-
dard cell calculation approach adopted for fissile media, while
the surrounding regions are source-injected with a spectrum
characteristic of the inner-adjacent region. Materials placed
in different sections are considered in different cells. All the
materials are treated in the cell definition as homogeneous in-
finite media. The Np-237, U-235 and U-238 cross sections are
computed as for the other non fissile materials in the reactor,
even if they are not considered in the geometry construction:
the fission chambers are so small that no self-shielding is
present. As a consequence, it is useless to model exactly the
fission chamber in the geometry, since practically no spatial
phenomenon is present. Moreover, the fission chambers can-
not be modelled in the exact position of the measurements in
the radial channel 1, owing to the cylindrical model adopted.

The spectral indexes (Eq. (1)) are presented in Fig. 9
in the different regions considered in the ECCO module for
the source definition: the spectrum softens gradually moving
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away from the core (due to the interaction with matter and
the greater leakage of fast neutrons with respect to thermal
neutrons), as the value of the flux in the thermal and epithermal
energy groups becomes of the same order of the source and
overcomes it in the region Cu2, SH1 and SH2.

10
−7

10
−5

10
−3

10
−1

10
1

10
−7

10
−5

10
−3

10
−1

10
1

Energy [Mev]

S
pe

ct
ra

l i
nd

ex
es

 [−
]

 

 

Core
Cu1
Cu2
Sh1
Sh2

Fig. 9. Spectral indexes in different regions computed in
ERANOS.

An analysis of the structure of the energy discretisation
is performed, considering the value of the fission rates for the
different isotopes. The energy grids are constructed adding to
the reference 33-group energy discretisation, usually employed
for fast reactor analysis, a finer discretisation of the lower
groups. This is done because the thermal contribution may be
relevant for the simulation of the experimental measurements.
The 38-group structure is adopted once it is verified that the
reaction rates cease to vary by adding further groups.

The dimension of the biological shielding, in particular in
the radial direction, is very large with respect to the furthest
point of measurements for all the nuclides, therefore it is not
necessary to model the real shielding dimension. To select
the shielding dimension in the model, an analysis of the de-
pendence of the fission rates of each isotope on the shielding
dimension is carried out, identifying an optimal radial and
axial thickness of the shielding as 30 cm.

The discretisation of the solid angle is performed apply-
ing an S 16 approximation. The tolerance on the flux is set to
10−4, instead the convergence on the effective multiplication
eigenvalue ke f f is reached setting a tolerance of 10−6. The P0
order approximation is chosen for describing the anisotropy
of the scattering. On the upper, lower and outer limits of the
biological shielding, the void boundary condition is imposed.
Consistent with the SERPENT model, the cross sections are
calculated at 293 K. The libraries used are those from JEC-
COLIB2 [8] (whose data are derived from JEF-2.2 [10]) and
are structured according to the ECCO 1968-group, XMAS
172-group and ECCO 33-group configurations. Not all nu-
clides, in particular copper, are present in the library with
finest energy discretisation, which has consequences on the
accuracy of the condensation process.

IV. RESULTS

In this section, computational results are presented and are
compared to the measurements obtained from the experiments.
The results shown include those of the SERPENT Monte Carlo
model, those of the ERANOS deterministic model and, finally,
those of a preliminary sensitivity study on the nuclear data
libraries and on the effect of the properties of copper.

1. The SERPENT results

The experimental fission rates traverses of Np-237, U-238
and U-235, measured along the radial channel 1, are compared
with the ones computed by the model previously explained
adopting some “virtual” detectors: the reactions (whose type
has to be selected for a “virtual” material assumed to be the
active part of the detector) are scored in a defined volume. This
approach does not influence the random walk of the neutrons,
since streaming and collisions are determined on the basis of
the background material. Therefore, it is possible to compute
a fission rate traverse in multiple positions in one simulation,
since the virtual detectors do not affect each other. To not
model the presence of the fission chamber is not expected
to affect the results, since the true dimension of the fission
chamber is quite small. The virtual detectors are placed in the
exact position of the points of measurement of each isotope.

The dimension of the virtual detectors (Table III) is much
larger than that of the miniature fission chambers in order to
obtain acceptable statistics in reasonable computational time.
Nevertheless, the geometrical form of the detector is such that
the total volume remains contained within the access groove,
maximizing the cross section and maintaining the dimension
along the axis of the radial channel small relative to the dis-
tances over which the greatest variation of the reaction rate
occurs. In addition, the access groove has a very small cross
section: for the reasons of statistics and computational time,
the modelled access groove is larger than the real one. To
explore this approximation effect, two access groove models
are investigated, varying its dimension. As a consequence, the
detector cross section is limited by the access groove dimen-
sion, while the dimension along the axis of radial channel 1
(the x-axis) is unchanged. As the approximation of the access
groove dimension is rather strong, the effect of modelling the
access groove as a cylindrical channel (Fig. 5 a)) is expected
to be negligible with respect to the dimension approximation.

TABLE III. Characteristics of the virtual detectors and the
modelled access groove.

Access groove model Small Large

Detector volume [cm3] 0.10 0.24
x-dimension [cm] 0.12 0.12
y-dimension [cm] 0.91 1.41
z-dimension [cm] 0.91 1.41
Access groove radius [cm] 0.66 1.065

The fission rate distributions of some isotopes are shown
to evidence the difference of the results obtained by the two
access groove models and comparing them to the experiments.



M&C 2017 - International Conference on Mathematics & Computational Methods Applied to Nuclear Science & Engineering,
Jeju, Korea, April 16-20, 2017, on USB (2017)

The comparison is made between simulations that adopt the
same simulation parameters. In this situation, the relative stan-
dard deviation obtained with the large access groove model is
lower than with the small access groove model, as the former
permits a larger detector volume and therefore a better statis-
tics. Data are presented as normalised to the integral along the
traverse. The normalisation is necessary, since experimental
values are given as count rates, depending on the efficiency of
the detection system. Moreover, the normalisation overcomes
the problem of selecting the exact power of the reactor main-
tained during the experiment and of knowing the exact amount
of fissile material in the fission chambers. The uncertainties
of all quantities presented, both experimental and computed
(regardless of the model of the access groove), are very small.

From the comparison presented in the Fig. 10 it can been
seen that the fission rate distribution of the U-235 in the first
part of the traverse does not change so much between the two
access groove models. This behaviour is verified also in the
second part of the traverse. The agreement of the simulations
with the measurements is quite good.
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Fig. 10. Comparison of the normalised experimental and
computed fission rates of U-235 in the first part of the traverse
(Fig.4 b)): a) Large Access Groove model (L.A.G.); b) Small
Access Groove model (S.A.G.). The zoom shows the error bar
(otherwise too small). The radius is along the x-axis.

In the second part of the traverse, the Np-237 fission rates
(Fig. 11) computed using the small access groove model de-
crease faster than those obtained by the large access groove
model, departing from the experimental curve. The results of
the latter model show good agreement with the measurements
in the copper reflector region. It is seen that the experiment
shows a different behaviour at great radial distances from the
core, where the configuration of the experiment may change,
leading to a discrepancy between the results and the exper-
iment in this region. However, outside of the reflector, the
results are less relevant for the characterisation of the reactor.
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Fig. 11. Comparison of the normalised experimental and
computed fission rates of Np-237 in the second part of the
traverse (Fig.4 c)): a) Large Access Groove model (L.A.G.);
b) Small Access Groove model (S.A.G.). The zoom shows the
error bar (otherwise too small). The radius is along the x-axis.

Regarding the results of the small access groove model,
decreasing the dimension of the access groove implies increas-
ing the quantity of absorbing material around the detector:
copper in the reflector region (x<41 cm) and concrete in the
shielding region (x>41 cm). As a consequence, more neutrons
are absorbed in the energy range in which the Np-237 fission
cross section is quite high and the fission rate decreases rapidly
along the radial channel 1. The Np-237 fission rate distribution
in the first part of the traverse computed by the small access
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groove model has a better agreement with the experiments
than the results obtained by the large access groove model:
since the dimension of the access groove in the former model
is closer to the reality, the role of the captures in copper is bet-
ter described. Instead, the inability to represent the change in
behaviour of the fission rate distribution in the second part of
the traverse renders more difficult to evaluate the adequacy of
the two access groove models on the basis of this comparison.

The U-238 fission rate in the second part of the traverse
(Fig. 12), like in the first part, is a good example in which
there is a net improvement through the use of the small access
groove model in comparison to the large access groove model.
As for Np-237, in the former model there is a relatively larger
quantity of absorbing material than in the large access groove
model, which leads to a faster decrease of the fission rate
along the axis of the channel and a better agreement with the
experimental curve.
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Fig. 12. Comparison of the normalised experimental and
computed fission rates of U-238 in the second part of the
traverse (Fig.4 c)): a) Large Access Groove model (L.A.G.);
b) Small Access Groove model (S.A.G.). The zoom shows the
error bar (otherwise too small). The radius is along the x-axis.

In general, it is possible to state that the access groove
approximation has a greater impact on the fission rates of the
isotopes Np-237 and U-238, hence the small access groove

model is the preferred choice to correctly describe their fission
rates. Instead, it may be appropriate to utilise the large access
groove model to compute the U-235 fission rates, as the large
and small access groove models yield similar results; this
allows to save computational time.

In Fig. 13, the relative standard deviations of the com-
puted reaction rates obtained by the small access groove model
(which is characterised by the worst statistics) are illustrated,
comparing them with the relative error on the experimental
measurements. It is possible to observe that the magnitudes of
the experimental and computed relative standard deviations are
comparable, indicating that the input parameters that regulate
the statistics are appropriate.
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Fig. 13. Comparison between the relative standard deviation
of the computed ( a) and c) ) and measured fission rates ( b)
and d) ) in the two parts in which the radial channel 1 has been
divided in the simulations: a) and b) refer to the first part of
the traverse, c) and d) to the second part.

2. The ERANOS results

In this section, the fission rates distribution in the radial
channel 1 obtained by the deterministic model are compared
with the experiments and the Monte Carlo results. The com-
parison is among these integral responses normalised to their
integral along the traverse, for the same reasons reported in
the previous section.

The choice of the spatial grid in the deterministic simu-
lation does not correspond to the measurement points, since
it must guarantee a good quality of the results. The normali-
sation is carried out by a fitting procedure: this is particularly
needed for the experimental and SERPENT results.

The fission rate distribution R f for nuclide i along the
traverse is calculated as follows:

R f ,i(r j, zcore) =

NG∑
g=1

Σ f ,i,g(r j)Φg(r j, zcore). (3)

The fission cross section Σ f is spatially dependent along the
traverse owing to the fact that the neutron spectrum used for
the its evaluation may change.
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In Fig. 14, the agreement between the experimental and
computed fission rates by the ERANOS model of the Np-
237 is good in the first part of the traverse. Approaching the
boundary between the shielding and the outer reflector the
discrepancy between the two results increases: the slope of the
computed results changes near the OR-SH interface, while for
the experimental ones the change of slope occurs at a greater
distance. Moreover the deterministic curve decreases faster
than the experimental one. A possible cause of the discrepancy
could be the limited energy refinement of the library used by
ECCO for the condensation process. A good refinement is
necessary for Np-237 in the epithermal energy range, owing
to the large number of resonances of the fission cross section,
which is shown in Fig. 15: the difference in the resonance
region is apparent between the continuous energy and the
discrete energy libraries. A similar explanation can be applied
for the comparison on the U-238 fission rate distribution (Fig.
16), since the energy dependence of the U-238 and Np-237
fission cross sections is similar.
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Fig. 14. Comparison among the normalised Np-237 fission
rates measured and computed by SERPENT and by ERANOS.
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Fig. 15. Fission cross section of Np-237, comparing the con-
tinuous energy cross section of the JEF-2.2 library [10] and
the condensed cross section of the JECCOLIB2 library [8].
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Fig. 16. Comparison among the normalised U-238 fission rates
measured and computed by SERPENT and by ERANOS.

The U-235 fission rate ERANOS-computed curve
(Fig.17) decreases faster in the copper reflector region than
the experiments. This dissimilarity does not arise in SER-
PENT simulations. Therefore, it is reasonable to investigate
on the different libraries used in SERPENT and ERANOS
simulations and, in particular, on the cross section of copper.
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Fig. 17. Comparison among the normalised U-235 fission rates
measured and computed by SERPENT and by ERANOS.

As it is possible to see from Fig. 18, the treatment of
the resonances of the capture cross section in JEF-2.2 is quite
inaccurate with respect to JEFF-3.1.1. The overestimation
of the resonance values of the capture cross section could
lead to more capture of the epithermal neutrons, and then to
a lower number of neutrons that slow down to the thermal
energy, where the fission cross sections of U-235 is quite high.
Moreover, the most refined energy library provided as starting
library for the energy condensation of natural copper is the
XMAS 172-group structure. This leads to a poor treatment
of the resonance region of the copper cross section in the
ERANOS model, which is already limited by the inaccuracies
of the JEF-2.2 library in comparison to the JEFF-3.1.1 library.
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Fig. 18. Capture cross section of copper in JEFF-3.1.1 point-
wise library [7] (used in SERPENT simulation), in JEF-2.2
pointwise library [10] (used by JECCOLIB2 library) and in
JECCOLIB2 library [8] (used in ECCO). Also shown are the
spectral indexes of the flux in the Cu1 and Cu2 zones com-
puted with ERANOS.

3. The preliminary sensitivity analysis

The effect of adopting different libraries is explored by the
use of the SERPENT model of TAPIRO, in conjunction with
two different nuclear data libraries, JEF-2.2 and JEFF-3.1.1.
A negligible effect on the neutron spectrum is seen in Fig. 19;
this is also true when considering the reaction rates. On the
other hand, the value of ke f f changes significantly, as shown
in Table IV: the data reported are extracted from the simula-
tions performed using the two libraries in the configuration
illustrated in Fig. 4 c).
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Fig. 19. Comparison of the spectral indexes in the different
regions obtained from the use of two different libraries in
SERPENT: JEFF-3.1.1 and JEF-2.2. The set-up of the two
simulations is that illustrated in Fig. 4 c).

In order to explore the effect of the variation of the copper
cross section on the integral responses analysed, a preliminary
sensitivity analysis is performed in ERANOS, varying the

TABLE IV. The ke f f values obtained by the SERPENT simu-
lations with two different libraries: JEFF-3.1.1 and JEF-2.2.

JEFF-3.1.1 JEF-2.2

ke f f 1.00787 1.00874
Relative σ on ke f f 4.9E-06 4.9E-06
Relative variation [pcm] - -86.3207

atomic density in the neighbourhood of its reference value.
The response on the fission rate distributions is observed at
selected positions, chosen to show the variation of the response
behaviour to the modification.

The relative variation of the U-238 fission rate as a func-
tion of the relative variation of the atomic density of copper
(Fig. 20) shows a monotonic decreasing trend. Moving away
from the core the response is no longer linear, but shows a pos-
itive concavity that increases at larger radii (where the fission
rates of the two nuclides are smaller): the effect is larger in
the negative range of variation of the copper atomic density.
The behaviour for Np-237 is similar to U-238.
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Fig. 20. Relative variation of the U-238 fission rate as a func-
tion of the relative variation of the atomic density of copper
with respect to the reference value at different radii along the
radial channel 1.

At the beginning of the traverse, where the neutrons have
a higher energy, the U-235 fission rate increases if the atomic
density of copper increases (Fig. 21). In the hard spectrum
region the scattering-capture ratio for copper is higher than in
the lower part of the spectrum, leading in an increase in the
U-235 fission rate. Indeed, in this first part of the traverse, the
sensitivity of the fission rates to the variation of the atomic
density of copper is not very relevant. Gradually the trend
reverses and, at radii larger than about 17 cm, the curves begin
to decrease: as the spectrum is more thermalised, the copper
captures become more important, which leads to a decrease of
the U-235 fission rate.

In general, the response of the fission rates of the isotopes
considered to the copper cross section variation is linear just
at the beginning of the radial channel 1, where the spectrum is
fast. Consequently, an analysis based on perturbation theory
would have a very limited range of validity.
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Fig. 21. Relative variation of the U-235 fission rate as a func-
tion of the relative variation of the atomic density of copper
with respect to the reference value at different radii along the
radial channel 1.

V. CONCLUSIONS

The Monte Carlo SERPENT code and the deterministic
code ERANOS are adopted for the simulation of the TAPIRO
reactor and the reconstruction of some measured quantities.
The reaction rates measured in one experimental channel are
compared to simulation results. The analysis allows to evi-
dence the effects connected to the adoption of different mod-
elling approaches and different nuclear data libraries.

The discrepancies in the results indicate that nuclear data
should be improved. In particular, the copper properties have
a relevant effect on the neutronics of this system. The im-
provement of the knowledge of the properties of copper is
of relevance also in other fields where this element plays an
important role, such as applications in fusion technology. The
same applies for actinides data, the relevance of which is
highly important in advanced nuclear systems.

In the prosecution of the work, a thorough sensitivity anal-
ysis will be performed and a proposal for new measurements
for the improvement of cross section data are foreseen.
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