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Abstract — In this paper, the uncertainty-analysis capability based on the “two-step” scheme for the
reactor-physics calculations has been complemented in our home-developed NECP-UNICORN code. The
Bamboo code package developed by NECP laboratory of Xi’an Jiaotong University is applied in NECP-
UNICORN for the reactor-physics calculations. The Bamboo-Lattice is applied for the lattice calculations
and Bamboo-Core for the core simulations. Using NECP-UNICORN, uncertainty analysis based on the
statistical sampling method has been applied to the steady-stated BEAVRS benchmark for both the ARI and
ARO conditions. For the uncertainty analysis to the lattice calculations, the nuclear-data uncertainties of
the main isotopes are propagated to the eigenvalue and few-group constants of different fuel assemblies;
for the uncertainty analysis to the core simulations, the uncertainties existed in the few-group constants are
propagated to the important responses of the core simulations, including the multiplication factor and
power distributions. From the numerical results of uncertainty analysis to the lattice calculations, it can be
observed that the relative uncertainties existed in the eigenvalues of different fuel assemblies vary from
5.0%0 t0 5.7%0; and the largest relative uncertainties of the two-group constants can up to be 1.70% for
D,(the diffusion cross section of the fast group). From the numerical results of uncertainty analysis to the
steady-stated core simulations, it can be observed that the relative uncertainties are about 5.1%. for the
ARO situation and 5.0%o for the ARI situation, which are the same magnitude of the relative uncertainties
of the eigenvalues of the fuel assemblies; for the radial power distributions, the relative uncertainties can
up to be 4.27% as the maximum value and 2.08% as the RMS value for the ARO situation, and 6.03% as

the maximum value and 2.37% as the RMS value for the ARI situation.

I. INTRODUCTION

In this paper, the capability of uncertainty analysis has
been implemented in our home-developed code NECP-
UNICORN based on the statistical sampling method (SSM),
propagating the nuclear-data uncertainties to the important
responses of the reactor-physics calculations. The “two-
step” scheme has been applied in NECP-UNICORN to
perform the uncertainty analysis for the reactor-physics
calculations. For uncertainty analysis to the lattice
calculations, the nuclear-data uncertainties are propagated to
the important responses, including the eigenvalue, few-
group constants, kinetic parameters and atomic densities;
then for uncertainty analysis to the core simulations, the
uncertainties of the multiplication factor, power
distributions, Boron curve and AO curve introduced by the
few-group constants’ uncertainties can be quantified. The
Bamboo code package developed by Xi’an Jiaotong
University has been coupled into NECP-UNICORN to
perform the reactor-physics calculations, with Bamboo-
Lattice for the lattice calculations and Bamboo-Core for the
core simulations. Applying the NECP-UNICORN code, the
uncertainty analysis has been performed to the BEAVRS
benchmark problem at the Hot Zero Power (HZP)
conditions, with situations of All Rod In (ARI) and All Rod
Out (ARO). Before the uncertainty analysis to the BEAVRS
benchmark, verification of the modeling and simulations
based on the Bamboo code package has been performed,
using the results obtained by CASMOS5 done and published
by Idaho National Laboratory (INL). Based on the

verification of modeling and simulations of the BEAVRS
benchmark using Bamboo, the uncertainty analysis has been
performed: for the lattice calculations, the relative
uncertainties of the eigenvalues and few-group constants
introduced by the nuclear-data uncertainties of the main
isotopes are quantified for different the fuel assemblies; for
the steady-stated core simulations, the relative uncertainties
of the multiplication factor and power distributions has been
quantified.

From the numerical results of uncertainty analysis to
the lattice calculations, it can be observed that the relative
uncertainties existed in the eigenvalues of different fuel
assemblies vary from 5.0%o t0 5.7%o; and the largest relative
uncertainties of the two-group constants can up to be 1.70%
for D,(the diffusion cross section of the fast group). From
the numerical results of uncertainty analysis to the steady-
stated core simulations, it can be observed that the relative
uncertainties are about 5.1%. for the ARO situation and
5.0%o0 for the ARI situation, which are the same magnitude
of the relative uncertainties of the eigenvalues of the fuel
assemblies; for the radial power distributions, the relative
uncertainties can up to be 4.27% as the maximum value and
2.08% as the RMS value for the ARO situation, and 6.03%
as the maximum value and 2.37% as the RMS value for the
ARI situation.

This paper is organized as follow. The brief
introduction to the theories and methods are presented in
section 11-1. Section 11-2 shows the results and conclusions,
including verifications of the modeling and simulations for
the BEAVRS benchmark based on Bamboo code package
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and the uncertainty results for the lattice calculations and
steady-stated core simulations.

Il. DESCRIPTION OF THE ACTUAL WORK

With the increasing demand for the best-estimate
predications to be provided with their confidence bounds in
the nuclear research, industry, safety and regulation, the
OECD/NEA has organized the UAM (“Uncertainty
Analysis in Modeling”) expert group to establish the
benchmarks for the uncertainty analysis for the coupled
multi-physics and multi-scale LWR system [1]. In the
reactor system, the reactor-physics calculation is the
prerequisite for the nuclear safety, reactor design and
radiation shielding analysis, which requires the nuclear data
as the fundamental input parameters. With the increasing
development of the advanced methods for the reactor-
physics calculations and simulations, the accuracy of the
reactor-physics calculation is mainly limited by the

precision of the input parameters, especially the nuclear data.

Moreover, the nuclear-data uncertainties exist objectively,
as the insufficient measurement precision and the modeling
uncertainties. The nuclear-data uncertainties have been
proved to be one of the most significant sources of
uncertainties for the reactor-physics calculations and
focused on the increasing attentions recently. The nuclear-
data uncertainties are included in the evaluated nuclear-data
libraries, such as ENDF/B-VII.1. According to UAM, the
uncertainties of the few-group constants should be
quantified for the lattice calculations and the uncertainties of
the important predictions are focused on for the core
simulations.

In order to propagate the nuclear-data uncertainties to the
reactor-physics responses, two kinds of methodologies have
been proposed and applied widely: the deterministic method
and the statistical sampling method. For the deterministic
method, the uncertainty analysis is performed using the
sandwich formula based on the sensitivity analysis, for
which the perturbation theory (PT) and the direct numerical
perturbation (DNP) method were widely applied.
Comparing the PT and DNP methods, the PT method need
to establish different perturbation models for different
responses; while for the DNP method, no extra effort is
needed for different responses, but larger calculation cost is
required than the PT method. For the statistical sampling
method (SSM), uncertainty analysis is based on the
response samples, which are obtained by the reactor-physics
calculations with the corresponding cross-section samples
sampled from the nuclear-data uncertainty ranges. With
comparisons of the deterministic method and the statistical
sampling method for the uncertainty analysis, the PT-based
deterministic method has the advantage of high calculation
efficiency and the disadvantages of the first-order
approximation and of establishing different perturbation
models for different responses; the statistical sampling
method has the disadvantage of large calculation cost and

the obvious advantages of non-linearity and of no limitation
or extra efforts for different responses. However, with the
increasing development of the computer machine, the
computation requirement of the statistical sampling method
can be satisfied.

In the context, the SSM has been applied in our-home
developed code NECP-UNICORN [2, 3] to perform the
uncertainty analysis for the reactor-physics calculations.
Based on the “two-step” scheme, the uncertainty-analysis
capability for the reactor-physics calculations has been
completed in NECP-UNICORN. For the lattice calculations,
the nuclear-data uncertainties are firstly propagated to the
important responses, including the eigenvalue, few-group
constants, Kinetic parameters and atomic densities; and then
for the core simulations, the few-group constants’
uncertainties are propagated to the important responses of
the core simulations, including the multiplication factor,
power distributions, Boron curve and AO curve. The home-
developed code package Bamboo has been coupled in
NECP-UNICORN to perform uncertainty analysis to the
reactor-physics calculations: Bamboo-Lattice for the lattice
calculations and Bamboo-Core for the core calculations.
The verifications of NECP-UNICORN have been presented
in our previous works [2, 3], and the newly application and
researches of NECP-UNICORN for the uncertainty analysis
to the BEAVRS [4] benchmark problem has been
introduced in detailed in this paper.

1. Overview of the NECP-UNICORN code

Based on the “two-step” scheme for the reactor-physics
calculations, the uncertainty-analysis capability has been
implemented in our NECP-UNICORN code. Detailed
introductions of the theories and methods have been
presented and can be found in our previous works.
Therefore, the brief introductions of the capabilities of
NECP-UNICORN are focused on in this paper. The brief
flowchart of NECP-UNICORN applying SSM to perform
the uncertainty analysis for the reactor-physics calculations
based on the Bamboo code package is shown in Fig. 1.

At the beginning of uncertainty analysis for the lattice
calculations, a standard multigroup cross-section format
need to be defined by the combined applications of the
cross-section information contained in the basic cross-
section library and the multigroup microscopic cross-section
library with specific format. This standard multigroup cross-
section format is designed based on the fact that different
lattice codes would utilize different formatted multigroup
microscopic cross-section libraries, and with the cross-
section information conversion, different lattice codes can
be implemented into NECP-UNICORN conveniently when
needed. In the standard multigroup cross-section format, the
integral, basic and resonance cross sections are defined. The
integral cross sections include o, o5, o, and oy; the basic
cross sections include Gelas) Oniinel)y S(n2n)s O(nanys Vs O Oy
O(n,p)r O(nD)r O(nT) O(na)» O(n,He)r O(n.2oy AN SO ON; the resonance
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cross sections include o, o;, o, of, oy and o,. The integral
and basic cross sections are defined as the function of the
energy groups and temperatures; while the resonance cross
sections are defined as function of the energy groups,
temperatures and dilution cross sections. Up to now, the
cross-section information included in WIMSD-4 [7]
formatted library for DRAGON 5.0 [5] and NECL
formatted library for Bamboo-Lattice [6] (applying the same
kernel theories and methods with NECP-CACTI) can be
converted to the cross-section information defined in the
standard multigroup cross-section format, and vice versa.

Based on the standard multigroup cross-section format,
the verified multigroup cross-section perturbation mode [2]
is applied to perturb the multigroup cross sections to the
required values according to the relative perturbation factors,
which are generated based on the statistical sampling
method for the uncertainty analysis. After the cross-section
perturbations, the multigroup cross-section consistency rules
are applied to keep the integral and basic cross sections
balance. This step is essential and important, as correct
predictions of the lattice calculations can be obtained only
by the balanced and consistent multigroup cross sections.
The perturbed cross-section information contained in the
standard multigroup cross-section format are then
reconstructed into the perturbed multigroup microscopic
cross-section library with specific format, e.g. WIMSD-4
and NECL. Provided with the perturbed multigroup
microscopic cross-section library, corresponding lattice
code is executed to carry out the lattice calculations.

After the lattice calculations based on all of the
perturbed multigroup microscopic cross-section libraries,
corresponding lattice responses can be obtained. In NECP-
UNICORN, a standard responses format is also designed,
which can cover the important responses of the lattice
calculation, including the eigenvalues, few-group constants,
kinetic parameters and atomic densities with the depletions.
The responses obtained by the executions of DRAGONS5.0
and Bamboo-Lattice can be converted to the standard
response format, based on which the uncertainty analysis
can be performed. With the statistical sampling method for
the lattice calculations, not only the covariance matrices of
the few-group constants, but also the samples of the few-
group constants can be obtained, based on which the
uncertainty analysis for the core simulations can be
performed. In this paper, the samples of the few-group
constants generated by the uncertainty analysis of the lattice
calculations are applied to the uncertainty analysis for the
core simulations. The uncertainty information of the
important responses for the core simulations can be
calculated with the samples of core-simulation responses,
obtained by corresponding samples of the few-group
constants generated by the uncertainty analysis for the
lattice calculations.

The nuclear-data uncertainties can be characterized by
the multigroup covariance matrices, which are generated by
the NJOY code [11] based on ENDF/B-VII.1 in this paper.

Using the relative covariance matrices, the samples of the
relative perturbation factors of the multigroup cross sections
can be generated as shown in Eq. (1).

X, =E2Y, +1.0 (1)
where X, is the relative covariance matrix of the multigroup
cross sections; Xs are the samples of the relative
perturbation factors of the multigroup cross sections; Y are
the samples of the independent parameters, obeyed the
standard normal distributions. For the sampling of Y, the
technique of Latin Hypercube Sampling (LHS) has been
applied in NECP-UNICORN.

The relative covariance matrix X, should be a positive
definite matrix, as the square root of X, is required shown in
Eq. (1). However, X, is not positive definite sometime. In
this case, the eigenvalue decomposition is applied to ensure
the X, be positive definite as shown in following.

X =V-E-V' )

Z]I:IZ =V‘E1/2'VT (3)
where E is the matrix containing the eigenvalue in the
diagonal elements. The negative values in E are replaced by
zero to guarantee X, being positive or semi-positive definite
matrix.

As the sampling process of the multigroup cross
sections is actually the process of adding the perturbations,
hence the multigroup cross-section perturbation model has
been established and applied in NECP-UNICORN. In this
multigroup cross-section perturbation model, the actual
perturbations of the multigroup cross sections are
propagated form the point-wise cross sections, with
considering the perturbations of weighting flux due to the
perturbation of the cross sections. The multigroup cross
sections are generated from the point-wise cross sections,
using the weighting flux shown in Eq. (4).

[ o, (ET)(E.0p)E

[, #(E.0,)dE

where T, E and o, represent the temperature, energy and
background cross section respectively. And o,(E,T) stands
for the energy- and temperature-dependent point-wise cross
sections. For the non-resonance cross sections, the
weighting flux is the function of energy (formulated as
#(E)), and for the cross sections with resonances, the
weighting flux is relative to both energy and background
cross sections. And for convenience, the weighting flux is
presented as ¢(E,oq) in following. Since the multigroup
cross sections are generated from the point-wise cross
sections, the multigroup cross-section perturbations should
be consistency with the perturbations propagated from the
point-wise cross sections. In this paper, it is assumed that
the perturbation for the gth group of type x is performed by
the uniform relative perturbation to the point-wise cross
section within the energy range of the gth group, shown as
in Eq. (5).

0,4(T.0p) = (4)
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o, (E,T)=@1+ 5,5)0,(ET) E,,<E<E, (5)
where Eg, and Eg present the lower and upper energy
boundaries of the gth group; o,(E,T) stands for the perturbed
point-wise cross section of type x.

For the cross-section types without resonance, the
weighting flux is selected or input by users and independent
of the point-wise cross sections. Therefore, the perturbation
propagations from the point-wise cross sections to the
multigroup ones are linear and can be presented as shown in
Eq. (6).

' [, o (ET)HE)E
nyg(T) = IAE #(E)dE

However, for the cross-section types with resonances,
the perturbation propagations are non-linear. Because the
weighting flux within resonance-energy regions would be
perturbed at the same time due to perturbations to the point-
wise cross sections. With the NR approximation to the
weighting flux, the perturbed resonant cross sections can be
characterized as Eq. (7).

-[AE U;(E’T)¢(E,O'O)dE

=(1+6,4)0,4(T) (6)

O-x‘g (T‘ 00) =
LEQ #(E,0,)dE
o, +0,
Ay du
2 o (uT)+6,,0(uT)+a,
=(1+3,,) r (7)
J. o, +0,

“ o (uT)+06,,0,(uT)+0,
= (1+ é‘x‘g)o-x,g (T’O-O)

where g, stands for the perturbed background cross sections
due to perturbations of point-wise cross sections which can
be expressed as shown in Eq. (8).

Oy

_ 8
%o 1+5Lg ®

After the perturbations of the multigroup cross sections,
the consistency rules have been implemented to keep the
cross sections balance and consistent. Then, the perturbed
and consistent multigroup cross sections are converted into
the multigroup microscopic cross-section library with the
specific format. The consistency rules between the basic
cross sections and the integral ones applied in NECP-
UNICORN are as shown in following.

Gs,g—m = O-(n,elas),g—m + G(n‘inel),g—m 20(n2n),g—>h + 3O-(n,3n)‘g—>h (9)
Uavg = O-("vf) + U(nvg) +O_(ﬂva) + U(H,Zrl) + U(nvp) + U(HVD)
(10)
TO00n TOhmes ~Omanyg ~ 20_(m3n)‘g
Og =09 T 054 (11)

More detailed cross-section consistency rules for different
kinds of cross-section perturbations are shown in Table 1~3.

Table 1 Perturbations to basic cross sections without resonance

Basic Cross section Cross-section Consistency rules

Perturbations

o x(x=elas,inel) (00,6~ (1+0xg)omn.g 0’55705 g+x 90009

0'tr,g=0trgtOx,g0(nx).9

0O(n,2n) r7’(n,Zn),g:(:I-"'f5(n,2n),g)(7(n,2n) 0's =05 g+20(n 2n) g0(n.2n) g
9
0'2,4=0ag-0(n20), 00209
0'tr ¢=0tr g+(n,2n),90(n,2n).9
O(n,3n) r7’(n,fin),g:(:I-"'f5(n,3n),g)(7(n,3n) r"'s,g=‘5s,g“'3f5(n,3n),gﬂ'(n,3n),g

i)
0'ag=02,g-20(n 3n) g0(n,3n).g
0"tr,gzo'tr,g+(5(n,3n)‘go'(n,3n),g
omx(X=p,D,T,He,0,20)

(0.0~ (1+0x,g)o(n .9 0'ag=0agtOxg0(nx).g

0'tr¢=0tr g+ IxgO(nx).9

Table 2 Perturbations to basic cross sections with resonance

Cross section Cross-section Consistency rules

Perturbations

o oong=1+nng)onng  Tre=Oug*tdnneTnng

0’26705+ 000.90 (000
0ig=V(1+0nng)omng
I'ag(T,00)=0"2(T,5'0)00/ (62 (T, '0)+a0)
1'1g=0"1o(T,0'0) 00/ (02, o(T,0 o) +00)
) ong= (000 g)0ang  Tna=0rg*0unsCona
0’24702 gt 0900
I'ag(T,00)=0"a,g(T,0'0) 00/ (0"a9(T,0'0) +00)

14 g=01(T,0°0)00/ (0'ag(T,0'0)+0)

Table 3 Perturbations to total cross section within resonance groups

Cross section Cross-section Consistency rules
Perturbations

ot 0'yg=(1+dg)org 1'a9(T,00)=04,4(T,0%0) 00/ (0a4(T,070)+00)

| lvf‘g:U'vf,g(Ty0''0)O'Ol(o'a,g(TyO"O) +00)

With the perturbed or samples of the multigroup
microscopic cross-section libraries, the lattice calculations
are carried out to obtain the samples of the responses. For
the lattice calculations, the response types include the
eigenvalue, few-group constants, kinetic parameters and
atomic densities; for the steady-stated core simulations, the
response types include the multiplication factor and power
distributions. The uncertainty information of the interested
responses can be quantified using these responses’ samples
as shown in Eq. (12).

1 nS
ZR,i,j :mé(Ri,n - Ri,o)(Rj,n - Rj‘o) (12)

where nS is the size of the samples; Xy represents the
covariance matrix of responses with the size of nR>R; 2}
is the covariance for the ith and jth response (i,j =1,2,...,nR);
Rin (or Rjn) and Rig (or R;o) stand for the nth sample value
and expectation value for the ith (or jth) response R; (or R)),
which can be characterized as shown in Eq. (13).
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l nS
) =E - in
In the covariance matrix 2, the square roots of the diagonal
elements represent the uncertainties of corresponding
responses, and the off-diagonal elements stand for the
correction coefficient of corresponding two responses.

As the fact that for the statistical sampling method, the
statistical errors are inevitable to the uncertainty results
because the number of samples is a specific but not infinite
number. Therefore, the bootstrap method [12] has been
applied to evaluate the confidence intervals for the
uncertainty results. For the purpose of evaluating the
confidence interval for uncertainties results of uncertainty
analysis, resampling technology is used and series of re-
samples are generated to perform the uncertainty analysis.
The uncertainty of ith re-samples for the kth response can be
presented as o(Ry); (i=1,2,...,N) where N is the total number
of re-samples, and the bootstrap confidence interval can be
quantified by formula as Eq.

8o(R,) =\/Ni_l_2(a(Rk)i —oR)) (14)

where Ac(R) presents the deviation of the uncertainty
results by application of the N re-samples; o(Ry); is the
uncertainty result of the ith re-samples, and o(Ry), presents
the expectation value of the N uncertainty results which can
be formulated shown as in Eq.

o(R)o :iiG(Rk)i (15)
N 4

In the process of uncertainty analysis for the lattice
calculations, the samples of the few-group constants can be
obtained. Therefore, these samples are directly provided to
the uncertainty analysis for the core simulations. This
method has the advantage of no requirement to re-sample
for the few-group constants. Our home-developed core code
Bamboo-Core [8] has been added into NECP-UNICORN to
carry out the steady-stated core simulations.

Standard multigroup
cross-section format
Multigroup cross- 3
section covariance Perturbation factors

Multigroup cross-section perturbation model
Cross-section perturbations ‘

(13)

‘ Cross-section consistency rules ‘

| Reconstruct WIMSD-4/NECL.. lib. |

|
v v 2 v
p group group p
library 1 library 2 Lﬂbn%\} library nS

Lattice calculations
| DRAGONS.0/Bamboo-Latiicel. |

T
v v v v
R_lattice 1 R_lattice 2 R_lattice ... R_lattice nS

Core Simulations

‘ Bamboo-Core/... ‘

:
v v v v

Fig. 1. The brief flowchart of NECP-UNICORN

2. Numerical Results and Analysis

In this paper, NECP-UNICORN has been applied to the
uncertainty analysis for the BEAVRS benchmark problem.
The uncertainty analysis has been performed to the HZP
condition of BEAVRS with the simulations of ARI and
ARO. Our home-developed Bamboo-Lattice and Bamboo-
Core are applied to perform the steady-stated modeling and
simulation of BEAVRS based on the “two-step” scheme in
NECP-UNICORN. For the lattice calculations, the relative
uncertainties of the eigenvalue and two-group constants
(with cut-off energy for the fast and thermal group set to be
0.625eV) are quantified; for the steady-stated core
simulations, the relative uncertainties of the multiplication
factor and power distributions are determined. Before the
uncertainty analysis to the BEAVRS benchmark,
verification of modeling and simulations for the BEAVRS
benchmark based on Bamboo-Lattice and Bamboo-Core has
been performed.

A. Modeling and Simulation of BEAVRS

Verifications of the modeling and simulation with
coupled application of Bamboo-Lattice and Bamboo-Core
are performed based on the ARO situation. For the ARO
situation of BEAVRS at HZP, there are 9 different kinds of
fuel assemblies. Using the essential parameters for modeling
and simulation published by MIT, including the geometry,
temperature, isotope compositions and the configurations,
the lattice calculations for these fuel assemblies are modeled
and simulated by both Bamboo-Lattice and CASMO-4E [9].
The eigenvalues of these fuel assemblies are compared in
Table 4.

Table 4. Eigenvalues of the fuel assemblies of BEAVRS at HZP with ARO

CASMO-4E Bamboo-Lattice ~ Difference/pcm

16000 0.98952 0.98944 -8
24000 1.13130 1.13127 -3
24012 1.00857 1.00837 -20
24016 0.97033 0.97039 6

31000 1.21279 1.21269 -10
31006 1.15630 1.15614 -16
31015 1.07251 1.07253 2

31016 1.05786 1.05793 7

31020 1.02229 1.02256 27

It can be observed that the differences in eigenvalues of the
fuel assemblies between Bamboo-Lattice and CASMO-4E
are all within 30pcm, which is small and acceptable. These
comparisons assure that the modeling and simulations for
the fuel assemblies of BEAVRS Bamboo-Lattice are correct.

For the verification of the steady-stated core simulation,
the radial power distributions obtained by Bamboo-Lattice
and Bamboo-Core are compared with those by CASMO-4E
and CASMOS5. The radial power distributions by CASMO-
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4E are obtained using the ‘“one-step” neutron-transport
simulation of the whole core, and the results by CASMO5
are done and published by the Idaho National Laboratory
(INL) [10]. For the steady-stated core simulations, the
multiplication factor obtained by Bamboo-Core is 0.99977
(-23pcm), compared with this by the “one-step” neutron-
transport result by CASMO-4E be 1.00031 (+31pcm). The
assembly power distributions obtained by Bamboo-Core,
CASMO-4E and CASMOS5 are compared and shown in Fig.
2. The RMS percent difference of the radial power
distributions is 0.91% between Bamboo-Core and CASMO-
4E and 0.86% between Bamboo-Core and CASMOS5. For
the “two-step” scheme for the core simulations, these
differences are acceptable. Therefore, applying our home-
developed Bamboo-Lattice and Bamboo-Core, the correct
modeling and simulations of BEAVRS at HZP can be
implemented. Moreover, the same modeling and simulations
have been applied for the ARI situation, adding the fuel
assemblies with the insertion of the control rods and the
critical boron concentration set to be 686ppm according to
the operation data of BEAVRS.
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Fig. 2. The comparison of the assembly power distributions

Based on the correct modeling and simulations for the
BEAVRS benchmark using Bamboo-Lattice and Bamboo-
Core, uncertainty analysis has been performed to the HZP
conditions with the situations of ARO and ARI.

B. Uncertainty Results for the Lattice Calculations

For the lattice calculations, the relative uncertainties of
the eigenvalues and two-group constants have been
quantified for the fuel assemblies. The size of samples Ns is
2000 (10 re-sample with sample size to be 200) in the
uncertainty analysis for the lattice calculation and hence for
the steady-stated core simulation. The nuclides and
corresponding  cross-section types analyzed in the
uncertainty analysis for the lattice calculations are listed and
shown in Table 5. The uncertainty-analysis results and
corresponding standard errors of the lattice calculation for
the fuel assemblies are shown in Table 6 for the ARO
situation and Table 7 for the ARI situation. In Table 6 and
Table 7, 31000, 31006, 31015, 31016, 31020, 24000, 24012,
24016, 16000, 16000R and 24000R represent the fuel
assemblies 3.1% with 0 BA, 3.1% with 6 BA, 3.1% with 15
BA, 3.1% with 16 BA, 3.1% with 20 BA, 2.4% with 0 BA,
2.4% with 12 BA, 2.4% with 16 BA, 1.6% with 0 BA, 1.6%
with control rods and 2.4% with control rods, where the
percentage stands for the enrichment of U and BA
represents the burnable absorber.

Table 5. The nuclides and cross-section types analyzed
Cross section Nuclides analyzed
234U 235U 238U 1H 160 QOZr glzr QZZI, 1OB 1lB

G(n,el
Gin_ml; 234 235 238 9°Zr ler 922r 1oB uB
n,inel
Sinan 284 285 288 07 917y 927y
(G‘f ) 284 285 238
. 234 235 238 1y 16 07y 917y 927y 10 1ig
V‘ 235U 238
6o 160, mB g

It can be observed that the relative uncertainties for the
eigenvalues of the fuel assemblies vary from 5.0%o t0 5.8%o;
and the largest relative uncertainties of the two-group
constants can up to be 1.70% for D,, the fast-group
diffusion coefficient. Moreover, the relative uncertainties of
the fast-group constants are larger than those of the thermal
group. The response uncertainties at ARO situation almost
have the same magnitude with those at ARI situation.
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Table 6. Uncertainty-analysis results and corresponding standard errors with ARO situation

16000/% 24000/% 24012/% 24016/% 31000/% 31006/% 31015/% 31016/% 31020/%

Ko 0.57#0.02 0.52#.02 0.52#0.02 0.52#0.02 0.5020.02 0.5020.02 0.50#0.02 0.5040.02  0.5040.02

D 1.65#0.11 1.62#0.11 1.6440.11 1.6540.11 1.60#0.11 1.6140.11 1.6240.11 1.6340.11 1.6340.11

D, 0.3740.02 0.37#.02 0.37#0.02 0.3740.02 0.37#.02 0.3740.02 0.3740.02 0.37#.02 0.3740.02

Y1 1.0240.06 0.96#0.05 0.96#.05 0.9640.05 0.92#0.05 0.92#0.05 0.9240.05 0.93#0.05 0.93#.05
Ya2 0.4420.02 0.39#0.01 0.34#.01 0.33#0.01 0.3620.01 0.34#0.01 0.3240.01 0.31#0.01 0.30#0.01
v, 1.03#.05 0.7620.04 0.7620.04 0.75#0.04 0.6440.03 0.63#0.03 0.63#.03 0.6340.03 0.6240.03
v,  0.39#0.01 0.3840.01 0.38#0.01 0.38#0.01 0.3840.01 0.38#0.01 0.38#0.01 0.3840.01 0.3840.01
Y11 1.0140.06 1.0140.06 1.01#0.06 1.0240.06 1.00#0.06 1.00#0.06 1.0140.06 1.0140.06 1.01+0.06
Y1, 1.1840.06 1.1140.06 1.18#0.06 1.2140.06 1.08#0.06 1.11#0.06 1.1640.06 1.162#0.06 1.18+#0.06
Y21 057#40.03  0.5530.03 0.53#0.03 0.53#40.03 0.5440.03 0.5440.03 0.5240.03 0.5240.03 0.5240.03
Y22 0.3540.02 0.3530.02 0.3620.02 0.3620.02 0.3540.02 0.3640.02 0.3640.02 0.3640.02 0.3640.02

Table 7. Uncertainty-analysis results and corresponding standard errors with ARI situation

16000/%  24000/%  24012/%  24016/%  31000/%  31006/%  31015/%  31016/%  31020/%  16000R/%  24000R/%
k. 0582003 0.5320.02 05240.02 05240.02 0.5140.02 050#0.02 05040.02 05040.02 0.50#0.02 0574.02  0.5340.02
D; 1644011 161011 1632011 1642011 1594011 1604011 162011 1622011 1.63#0.11 1703011  1.6640.11
D, 037#0.02 037002 0372002 037#0.02 0.37#.02 037,02 0372002 0.37#0.02 037#.02 0.3620.02  0.360.02
Y1 1.0240.06 096005 0.9620.05 0.9640.05 0.92#0.05 0924005 092005 0.9240.05 0.93#.05 1.0520.06  0.98+0.06
Yo 04640.02 041001 0362001 0342001 0374001 037001 033001 0324001 031001 0312001  0.2940.01
v 1.03#0.06 0.7640.04 0.7620.04 0.7620.04 0.6440.03 0.64#0.03 0.630.03 0.6320.03 0.63#0.03 1.0840.06  0.7740.04
vZ; 0394001 0.38#0.01 0382001 0382001 0.38#0.01 0.38#0.01 0.38#.01 038001 0.38#0.01 0392001  0.3820.01
Y11 1.0120.07 1.0040.06 1.0040.06 1.01#0.06 1.0020.06 1.00#0.06 1.0140.06 101#0.06 1.01#0.06 1.02#0.06  1.0020.06
Y1, 1153006 1.0940.06 1.1640.06 1.19#0.06 10620.05 10920.06 1.1440.06 1.15#0.06 11720.06 1.49#0.08  1.3820.07
Y21 0593003 0.5640.03 054#0.03 0.53#0.03 0552003 05420.03 0.53#0.03 053#0.03 0522003 05140.03  05020.03
Y2, 0353002 0.35#0.02 0.3640.02 0364002 0352002 03620.02 0.3640.02 0.3640.02 03620.02 0.3640.02  0.3620.02
0.699 | 0.789 | 0.796 | 0.960 | 0.868 | 0.965 | 0.948 | 1.019
Uncertainty Results for the Core Simulations [20N|NS98| 347 | 268 | 191 [FOTOTIFOGEN| 169
0.789 | 0.758 | 0.924 | 0.862 | 0.998 [ 0.902 | 1.135 | 1.065
Provided with the samples of the two-group constants S99 /382 | sa ] 260 | 160|067 | 089 ) 179
for the fuel assemblies at both the ARO and ARI situations, 0.7% | 0924 | 0868 | 1012 | 0.912 | 2019 } 0948 ) 0.955
. . 3.47 321 2.80 2.02 127 0.99 187
uncertainty analysis have been performed to the steady-
. . . .. 0.960 | 0.862 | 1.012 | 0.951 | 1.096 1.187 | 0.776
stated core simulations. The relative uncertainties of the s | 260 | 202 | 130 e
multiplication factor of BEAVRS at HZP are shown in o508 | 099 ooz | 2006 1207 | 12602
Table 8. 191 | 166 | 127 083 | 155 | 223
0.965 | 0.902 1.031 | 1.207 | 1.280 | 0.936
Table 8. Relative uncertainties of the multiplication factor 070 | o062 059 | 155 | 228 | 252
Situation keff Aket/Keril % 0948 | 1.135 | 0948 | 1.187 | 1.262 | 0.936
ARO 0.99977 0.51 066 | 089 | 099 | 163 | 223 | 252
ARI 0.99921 0.50 1.019 | 1.065 | 0.955 | 0.776 Assembly Power
1.69 1.79 1.87 1.93 Rel. Unc./%

It can be observed that the relative uncertainties of the
multiplication factors are 5.1%. for the ARO situation and
5.0%o for the ARI situation, with the same magnitude of the
relative uncertainties of the eigenvalues for the fuel
assemblies.

The relative uncertainties of the power distributions in
both ARO and ARI situations are compared and shown in
Fig. 3.

(a). For ARO situation
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0.176 | 0.381 | 0.297 | 0.980 | 1.090 | 0.981 | 0.416 | 0.851
6.03 5.23 4.39 2.79 231 1.95 133 0.64

0.381 | 0.436 | 0.623 | 0.916 | 1.240 | 0.969 | 0.877 | 0.914
523 4.78 381 271 2.03 1.68 0.65 0.84

0.297 | 0.623 [ 0.376 | 1.050 | 1.120 | 1.070 | 0.476 | 0.910

4.39 3.81 3.58 2.22 159 0.84 - 139

0.980 | 0916 | 1.050 | 1.030 | 1.140 | 1.200 | 1.340 | 0.882

2.79 271 222 171 0.78 0.65 1.88 2.04

1.090 | 1.240 | 1.120 | 1.140 [ 0.787 | 1.430 | 1.790

231 2.03 159 | 0.78 - 2.12 2.99

0.981 | 0.969 | 1.070 | 1.200 | 1.430 | 1.780 | 1.450

1.95 168 0.84 0.65 2.12 3.16 3.44
0416 | 0877 | 0.476 | 1.340 | 1.790 | 1.450

1.33 0.65 1.88 2.99 3.44
0.851 | 0.914 | 0.910 | 0.882 Assembly Power
0.64 0.84 1.39 2.04 Rel. Unc./%

(b). For ARl situation

Fig. 3. The relative uncertainties of the power distributions

It can be observed that the relative uncertainties of the
power distributions at ARI are larger than those at ARO.
For the situation of ARO, the maximum relative uncertainty
is 4.27% occurred in the middle assembly, and the RMS
value of the relative uncertainties is 2.08%; for the situation
of ARI, the maximum relative uncertainty is 6.03%
occurred in the middle assembly, and the RMS value of the
relative uncertainties is 2.37%.

From the view of the reactor-physics calculations, the
uncertainties of the multiplication factor and power
distributions introduced by the nuclear-data uncertainties are
notable. Moreover, the uncertainties are expected higher for
the depleted core at HFP than those for the fresh-fueled core
at HZP. Therefore, these nuclear-data uncertainties should
be taken into account for the safety analysis and economic
competitiveness of the reactor system.

111. CONCLUSIONS

In this paper, the uncertainty-analysis capability for the
reactor-physics calculations based on the “two-step” scheme
has been implemented in our home-developed NECP-
UNICORN code. The nuclear-data uncertainties are firstly
propagated to the important responses of the lattice
calculations, including the eigenvalue, few-group constants,
kinetic parameters and atomic densities with depletions; and
then to the significant responses of the core simulations,
including the multiplication factor, power distributions
Boron curve and AO curve. With NECP-UNICORN, the
uncertainty analysis has been performed to the BEAVRS
benchmark problem at the HZP condition with the ARO and
ARI situations. The relative uncertainties of the eigenvalue
and few-group constants for the lattice calculations and
multiplication factor and power distributions for the steady-
state core simulations have been quantified. Notable
uncertainties can be observed for the important responses of
the reactor-physics calculations for the fresh-fueled core,
these uncertainties will be higher for the depleted core.

Therefore, the uncertainty analysis will be focused on the
cycle calculations and transient calculations in the further
researches.
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