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Abstract - In this work, we proposed and study a method to use non-conforming meshing for core reactor
simulation. This consists in a domain decomposition with Lagrange multipliers of the well known Raviart-
Thomas finite element method. Here, we provide an a priori error estimate for criticality computation.

I. INTRODUCTION

The steady state of a nuclear reactor is characterised by
its criticality. In order to compute this value one has to solve
a generalised eigenvalue problem. From the Krein-Rutman
[1] theorem we know that the only physical solution is the
eigenfunction associated with the smallest eigenvalue (the
fundamental mode). The usual way to compute this solution
is to use the inverse power iteration, which consists in solving
a source problem generated by the solution from the previous
iterations.

APOLLO3® is a common neutronic platform of CEA and
EDF. It includes different deterministic solvers. We present
here a new development in the MINOS solver [2] which is
based on the Raviart-Thomas-Nédélec (or RTN) finite ele-
ment method (or FEM) for Cartesian and hexagonal grids
and includes a domain decomposition method (or DDM). The
method currently implemented is an optimised Schwarz DDM
[3, 4, 5].

The macroscopic cross sections used to solve the SPy
equations are homogenised assembly by assembly or cell by
cell. Therefore the cross sections are modelled separately on
each materials, thus where three or more materials intersect
the solution can be of low-regularity [6]. The low-regularity of
a function can be interpreted as a function with a non-smooth
gradient. The areas where the solution is no more regular are
called singularities. To obtain a better estimate of the solution,
one can refine the mesh where the singularities occur. Refining
a Cartesian grid quickly increases the number of degrees of
freedom. Thus, it is interesting to use a DDM with local
conforming grids but non-conforming meshes at the interfaces.
To do that, we use a DDM with Lagrange multipliers [7, 8]
which is algebraically equivalent to the Schur complement
method.

Moreover, this adaptation helps for modelling Cartesian
plate reactors and fast neutron reactors. Indeed, these reactors
have non-conforming geometry and to mesh them one has to
extrude lines all over the geometry of the reactor. The resulting
number of cells can be reduced by meshing each assembly
independently. For instance in Figure 1, one can notice that
the non-conforming mesh contains nearly half cells than the
conforming one. This illustrate that non-conforming meshes

Notice: this manuscript is a work of fiction. Any resemblance to actual
articles, living or dead, is purely coincidental.

can be used to reduce the memory usage of the solver.

Fig. 1. Plate reactor conforming mesh (/eft) with 390 cells and
non-conforming mesh (right) with 212 cells.

To validate this method, one needs to do its numerical
analysis. Indeed, this analysis proves that the method con-
verges to the solution we are looking for. Moreover, a priori
error estimations help to calibrate the solver and it is the first
step to evaluate the propagation of uncertainties in it.

The functional framework of the numerical analysis is
given by the so-called Sobolev’s spaces. Those functional
spaces generalised differentiability to functions in L? (square-
integrable functions). Here, we use the following Sobolev’s
spaces, for a domain Q in R? d=2,3and rarealin 10, 1[:

H'(Q) = {u € LX(Q), Vu € LAQ)}
HY(Q) = {u € H'\(Q), ulsq = 0]

_ 2
H'(Q) = {u € IX(Q), f f ) = uOF gy < oo}
axa llx —yll4+?r

The mathematical theory of the mixed problem discreti-
sation was done for at least piecewise H I+r solutions, with
r > 1/4. H'*" is the space of all functions in H' such that their
gradients are in H". But as the cross sections are highly het-
erogeneous the solution is no more regular than H'*m where
'max can be smaller than 1/4 and depends on the geometry and
the cross sections. The mathematical theory has then to be
extended for both source and eigenvalue problems. This is the
purpose of this paper for the following cases: the SP;/diffusion
equations without or with non-conforming DDM and the SPy
multigroup equations with DDM.

The outline of the paper is as follows: first we do the
numerical analysis for the SP;/diffusion equation, then we
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show how to extend it to the SPy equations. Finally we present
some realistic numerical results.

II. THE SP,/DIFFUSION EQUATION

We denote the domain of the reactor by R. R is supposed
to be a bounded, connected and open subset of RY, d=2,3Db
We choose to treat zero flux boundary condition but our work
could be extended to other conditions (symmetry, reflexive. . .
). The SP,/diffusion equation reads:

Find (p, ¢, ker) such that:

D 'p+gradg = 0 in R,
divp+2¢ = gvEp inR, €))
dog = 0 on OR.

Above, p represents the neutron current and ¢ the neutron
scalar flux. We denote by Z? (resp. Z;) the zero-th (resp. first)
angular moment of the scattering cross section. If we let X,
be the total cross section, then X, = X, — Z? is the absorption
cross section. We have D = (3%,)~! for the diffusion equation
and D = (3(Z, — £1))7! for the SP; equation. We recall that
the cross sections and the diffusion coefficient are required to
have only a piecewise regularity, for example to be piecewise
polynomial.

1. Inverse Power Iteration

After some initial guess (p°,¢°,kgﬁ) is provided, at it-
eration number m + 1, we deduce (p'”“,gz&’"’rl,k(ﬁl"f;r " from
(p", ¢", k) by solving (1) with a source term. The inverse
power iteration reads:

Set (p°, ¢°, kgﬂ), m=0

Until convergence, do: m < m + 1

Solve :

D—lpm+1 + grad¢m+1 = 0
div pm+l + Ea¢m+l — sz;TVZf(pm (2)
glt =
fk(zﬂpml)?

Compute: k™! = =272
p eff eff fR(menzwm)z
End

At each iteration the so-called source problem has to be
solved with (p"*!, ¢”*!) as unknowns. Let us study the RTN
FEM on Cartesian grids.

2. Finite Element Method

From now on, let us consider the source problem (2)
where we replace the left hand side of the problem (1) by § ;:

D'p+gradg = 0 inR,
divp+364 = S; inR 3)
¢ = 0 ondR

We recall that under additional mild assumptions on the
parameters, the solution ¢, for any source S f in L*(R), has
some extra regularity (see [8], Proposition 1). Indeed, if the
cross sections are piecewise polynomial, thus there exists
Fmax > O such that the solution ¢ is in H'*"»=(R). From now

on we suppose that ry,, is less than 1/2. This is the case for
low-regular solutions. J

We denote by Q the space of functions in LZ(R)) with
their divergence in L>(R):Q = H(div , R). The solution (p, ¢)
is looked for in X = Q x L*(R). The space X can be normed
with

lp, P)I% = lplig + Il (4)
The system (3) can be written as a variational problem on
X:
alp,q) +b(q,¢) = O,
Y(q,y¥) € X, 5
(@.¥) { b)) = S O
With:

e alp.q)=- [, D'p-q
o b(q,y) = [, div qu
o ((p, ) = [ Zupyy

To simplify the notations, we use in the following another
form of (5) given by

V(g.¥) € X, c((p. ). (¢:¥)) = (S 1, ). (6)
where c is defined over X X X by

c((p. #).(q,¥) = a(p, q) + b(q,$) + b(p,Y) + 1($.¥). (1)

With the help of an inf-sup condition on the bilinear form
¢, one can prove the well posedness of the continuous problem
[9, 10, 5]. We recall that (p,¢) is the solution to (5) associated
to the source term S ;. Taking (q,y) = (-p, % + %divp) in
X, one can find “

(g, Wlix < ll(p, P)lix- ®)
Apply (6) with (g, ), we find the following estimation
le((p, #), (q. )] 2 ll(p. P)lIx]I(q, ¥)llx- )

One can easily conclude to the following in-sup condition,
there exists a constant 8 > 0 which depends only on the
geometry such that

inf sup |c((p, ), (g, ¥)) > B (10)
@) (qu)

Let set Qy, the space of discretisation of Q by RTN FEM
[11, 12]. The space used to discrete the flux ¢ is Lﬁ, which
contains all the piecewise polynomials with a degree smaller
than k over the mesh. The discrete variational problem over
X = Qp x L reads then:

a(Pr, qn) + b(@n ¢n) = 0,
b(ph7 d’h) + t(¢h’ ¢h) (Sf7 dlh)(l])

As we proved the well posedness of the continuous prob-
lem (6), we have the following inf-sup condition for the dis-
crete problem, with 3, > 0 converging uniformly to O when &
tends to O,

Y(qn, ¥n) € Xh’{

inf  sup |c((pr, 1), (qn, Y1)l > B (12)
Pdn) (i)

To obtain an error estimate, we suppose from now on
that the source term S f is in H* with u lower than ry,,. This
implies a better regularity on the current:
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e pec H(div,R) N H*(R)
e divp € H*(R)
According to first Strang’s lemma [13] the error reads:
(P, ®) — (Pr.dW)llx < inf _ |I(p, ) — (gn, ¥n)llx.  (13)
(gnyn)eX
Let us bound the different contributions in the right-hand side

of (13) for some appropriately chosen discrete field u, =
(qn, ¥1). Recall thatu = (p, ¢).

o Consider the following orthogonal projection operators
I : LA(R) — L{). There exists C independent of h such
that ([13], Proposition 1.135):

Yy € H'(R), Iy - oWy < AWllm@w. (14

e Let g e H'(R), such thatdivg € H(R), 0 < 1,5 < Fimax
and g be its RTN interpolant [14]. Thus it stands ([14],
Lemma 3.3):

(W'|qlar ) + Alldiv gll2®)s
RV gl
HY®) 1s)

Using (13) with (14)-(15), one can easily conclude that
under the assumptions on the cross sections, it holds, with
Fmax < 1/2:

llg — grllzgy <
ldiv (g — gr)ll2®) <

V,u G]O, rmax[’ VSfHﬂ(R)7

lu—upllx < ANIS fllaw).-

One can notice that the previous analysis can be extended

to the case where ryax isin [1/2, 1] and g < ryax (or pu < 1if
Imax = 1)

(16)

3. Aubin-Nitsche-type estimates

We recall also that we denote (p, @) (resp. (pn, dr)) the
solution of the continuous (resp. discrete) variational problem
(5) (resp. (11)). To derive improved estimates on the error
l¢ — érllz2w)> we shall rely on the illuminating work of Falk-
Osborn [15], which provides such an estimate for an RTN-
discretisation in H(div , R) x L?>(R) of the diffusion equation
with smooth solution.

We recall that for any ¢ in Q, its RTN-interpolant is de-
noted by gg and satisfies for any ¢, in Lj, :

b(q — qr, Y1) =0 a7

We also need to introduce the adjoint problem associated
to (5):
For d € L*(R), find (y4, 74) € X such that ¥(q,¢) € X:

a(yar @) + D@ 10) + Dyas ) + 110,0) = fR dy.  (18)

Adapting the methodology of [15] as done in [16], using
the adjoint problem (18), one can prove that, for any source
S pin H*(R), 4 < rmax, We have the a priori error estimate:

g = dullzr) S H*HUS sl (19)

This is the best convergence rate of the method for low
regularity solutions. This illustrates the fact that using higher
order near the singularities is not efficient in practice to esti-
mate them. Indeed, the ratio is given by the regularity of the
solution and not by the order of the finite elements.

4. Eigenvalue Problem

With the help of the previous analysis, we can do the
numerical analysis of the FEM for the approximation of the
eigenvalue problem. We first have to show the convergence of
the method in the spirit of the Osborn’s theory in [17]. Then
we find a better rate of convergence by adapting the work of
Boffi et al. in[18].

Let i denote the regularity of the eigenfunction, i.e. ¢ €
H'**(R), and B, (resp. Blhl) the operator which associates to a
source S s the continuous (resp. discrete) scalar flux, B,S y = ¢
(resp. BﬁS = ¢u). To prove the convergence of the method,
we only need to show the norm convergence of the operator
Bﬁ to B, [17]. This convergence is enough since they are
compact operators from H*(R) to itself. This condition is
fulfilled thanks to the convergence of the source problem.

We then obtain a convergence rate in #*. Following the
work of [18], we can enhance this rate. The idea is to restrict
the operators on the eigenspace E. Considering operators on
finite dimension spaces, the trick is to use the equivalence of
all norms. We obtain a norm convergence on the eigenspace
given by:

1By = Bl ey < Ch* (20)

Then we can conclude that the convergence rate of the
first eigenvalue is at least 2u.

5. Non-Conforming Meshes

As said above, the solution can be singular where three
or more materials intersect. In this case the mesh must be
refined to have a better approximation. Because we work in a
code that already contains a conforming DDM, we decided to
adapt it so that it supports non-conforming meshes between
subdomains.

We take a partition (Ri)ﬁ , of the reactor R, we denote
by I';; the interface between two subdomains R; and R;. We
define the interface I's by

N
FS:U
i=1 j

We denote ¢; (resp. p; and S 7;) the restriction of the flux ¢
(resp. the current p and the source S ;) onto the domain R;,
¢s the restriction of the flux ¢ over all the interfaces I's. The
jump jump of the current p on I';; is defined by

=

T 1)
1

=i

I

[p- n]i_; = Z Pr- ”k|r,-_,- . (22)

k=i,j

Problem (1) with the domain decomposition can be written as:

D 'p'+grad¢’ = 0 inR; Vi,
divp + X, = S; in R; \/1:, 23)
¢ = ¢s ondR NIs Vi,
[p'n] = 0 onIs.

We present below an innovative approach to derive the
variational formulation, the space of the current p is chosen to
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be Q = {q € PH(div,R)| [p - n] € L*(T's)}, where PH(div, R)
is the space of the piecewise H(div, R) functions. The flux ¢
is searched in L?(R). The last unknown ¢ is just searched in
L*(Ts).

The variational formulation derived from (23) reads:
Find (p, ¢, ¢s) € Q x L*(R) x L*(I's) such that Y(q, ¢, ¥s) €
Q x L*(R) x L*(Ts):

b(p,y) + 1(¢, ) Sr ), (24)
Is (P, rs) 0.

{ a(pa q) + b(q’ ¢) - lS (q’ ¢S) = 0

with:

o Is(q,ys) = [ [p-nlys

In standard approach, ¢5 € H %(FS) and the discrete of
the resulting variational formulation are not conforming which
leads to technical difficulties when one wants to derive error
estimates. In (24), taking p € Q allows to derive a conforming
discretisation since ¢ and ¢} belong to L*(T's). Thus error
estimates are derived from the inf-sup condition.

On each subdomain R; the current is in H(div, R;), so that
p is discretised by local RTN elements. Thus each subdomain
can be meshed separately by a Cartesian grid.

All the previous analysis holds true for (24) as done in
[8, 16].

Then, it remains to mesh the interfaces between subdo-
mains. To do that we can just take the intersection of the
neighbouring subdomain meshes at the interface as shown in
figure 2.

Fig. 2. Mesh of an interface between two subdomains with
different mesh sizes.

The order of the elements used for the Lagrange multiplier
is the same as the one used for the restriction of the current
(p) on the interface. For instance, with RTO elements, ¢s is
piecewise constant.

Another way to mesh the Lagrange multiplier ¢s is to
use the coarse mesh instead of the intersection with a higher
finite element for ¢g (see figure 3) as proposed by Wheeler
and Yotof in [19]. The interest of this version is to derive an a
posteriori error estimate.

From (24), one can derive the discrete problem to solve.
We give here the form of the discrete problem for two subdo-

+ + T + + + +
P X = X = X = X+

b X - X + | ) 1 1 1
I X = X = X = X

1 t -I— t 1 1 1
P X = X = X = X

b X - X + | ) 1 1 1
P X = X = X = X

+ + L + + + +

Fig. 3. Mesh of an interface proposed by Wheeler and Yotof
in [19] for RTO finite elements.

mains R; and R,:

A, B 0 0 Cipz P 0
™ T, 0 0 O Q, S
0 0 A B Cy P, |=| O
0 0 "™ T, 0 @, Sy,
TC1,2 0 TC2’1 0 0 /\1,2 0

(25)
Forn = 1,2, P, (resp. ®,) is the discrete current (resp.
flux) R,,. A is the discrete Lagrange multiplier on the inter-
face between the subdomains 1 and 2. The matrices A,, (resp.
B,, T,, C12) are constructed from a (resp. b, t, Is).
As the matrices T, are diagonal due to the RTN finite
element, one can easily remove the unknowns ®,, from (25).
We denote W, = A, + B,T;'T B, thus it stands:

Wi 0 Cip\( P TSy,
0 W, C2’1 P, = Tzfle2 . (26)
0

TCip TCy 0 A1
And we also have:
Tupn = "B.P, + S, (27)

From system (26), we derive a system only on Aj »:

("CraWy!'Cra+ TCoa Wy Con) Ara = T CLLW' TS
+ TC2,1W£1TEISfé.
(28)

One can notice that the matrix on the left hand side is
positive definite symmetric, this can be solved by the gradient
conjugate method which is parallelisable. Moreover the P,
can be computed at the same time.

II1. THE SPy MULTIGROUP PROBLEM

To derive the SPy multigroup model one can suppose that
the angular flux and the cross sections are piecewise constant
over a discrete energy set and expand the angular flux over
the spherical harmonics [20]. The new unknowns are denoted
by ¢ (resp. p%) the vector containing the even (resp. odd)

moments of the angular flux. Thus the equations read, for
every energy group g:
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Find (p?, ¢3, ker), for all g in {1..G}, such that:

(Té)™! p® + Hgradg® = Z S Bg' inR,
g'#g
"Hdiv Bg + ngg — Z S(g’%g?g,

g’igg
X . .

+— MS@% inR,
ke ; 54

¢ = 0 on OR.

(29)

In the previous equations, the unknowns are vectors where
each component is an harmonic. The matrices X are the diag-
onal matrices formed by the moments of the corresponding
cross sections. The link between odd and even moments is
done by the matrix H which is an upper bidiagonal matrix with
only ones.

In order to extend the previous results to this model, one
has to consider the one-speed SPy problem, which reads:
Find (p, ¢), for every source (S S 4), such that:

D! p+Hgradg = §, inR,
'Hdivp+Z, = Sy inR (30)
¢ = 0 ondR.

The theory done for the diffusion case works in this case
as long as the diagonal matrix operators D and o, satisfy the
same regularity as for the diffusion case. The inf-sup condition
holds thanks to the coercivity of the matrix H. Indeed, one can
easily prove that, there exists @ > 0 such that, for all x in R:

(Hx|x) > allx| @31

Moreover, as the adjoint problem is the source problem
with only a source on the second equation, the Aubin-Nitsche-
type estimate still holds. Thus, we have the same result on the
monospeed model as on the diffusion model.

In order to consider the energy dependence we have to
make the following assumption: the nuclear fissions emit only
neutrons in the first energy group. Under this assumption, two
cases appear. In the case of no up-scattering, one can use the
Gauss algorithm to rewrite equation (29) with the form of (30)
with §, and 4 depending only on the first group unknowns
(p', #") and the criticality k..

In the other case, one can decomposed the problem to use
the case without up-scattering. One can rewrite (29) with one
operator, thus it stands:

1
'.¢" 0,2 § yes? g
Al o = ( ““%1 At (32)
G.G 0
(°.4%) .

The operator A can be decomposed as A = L+U such that
L is a triangular inferior operator and U is strictly triangular
superior operator. The problem is still wellposed if one is not
a eigenvalue of L™'U.

IV. RESULTS

We first verify the convergence rate for a conforming
mesh without DDM. Then we present results with a conform-
ing mesh and the DDM for a nuclear reactor. We finish with
an illustration of a non-conforming mesh.

1. Verification of the Convergence Rate

We adapt the benchmark described in [6, 21]. The prob-
lem can be written as:

D 'p+gradg = 0 in R,
divp+¢ = é¢ in R, (33)
o = 0 on OR.

Coeflicient D is taken piecewise constant as shown on
figure 4.

Fig. 4. Geometry for a discontinuous coefficient case.

In this case we do not know the analytic solution. Thus,
to obtain the convergence rate, we use the k. computed on a
fine mesh. The obtained value is ke ~ 0.99512708.

For problem (33) it is known that the first eigenfunction
is regular. Thus we expect a convergence rate of 2 with RTO
FEM.

In table I, we show, for different numbers of degrees of
freedom N, the number of power iterations Njr, the ké’ff com-
puted, the error on the kg in pcm (107) and the experimental
convergence rate of the method 7 for the eigenvalue. All
resolutions are done on uniform meshes with only squares.

N Nier Kl ket — kil ket Thy

16 63 0.99451405 6.16¢™!
56 95 0.99488991 2.38¢*! 1.37
208 91 0.99506205 6.53¢*0 1.87
800 107 0.99511045 1.67¢%0 1.97
3134 113 0.99512291 4.19¢7! 1.99
12416 111 0.99512601 1.08¢7! 1.96
49408 115 0.99512678 2.99¢72 1.85

TABLE I. Results for problem (33) with different meshes.

The experimental convergence rate is near 2 as we ex-
pected.



M&C 2017 - International Conference on Mathematics & Computational Methods Applied to Nuclear Science & Engineering,

Jeju, Korea, April 16-20, 2017, on USB (2017)

The strange behaviour of the convergence rate for the
finest mesh comes from the machine epsilon. The computa-
tions are done with single precision, thus, for the finest mesh
the error is near to the machine epsilon.

2. DDM for a large heavy steel reactor

Here we illustrate the DDM on a large heavy steel reactor
described in figure 5. The computations are done with two
groups of energy and with the diffusion model. The conform-
ing meshes used has 115309 cells.

Fig. 5. Geometry of a large heavy steel reactor.

In table II, we present the number of power iterations
Nieer, the criticity computed ki' ., the error in pcm and the
computational time in second for different number of domains.

DD Niw Ky ke — Kipl/keg  Time
Ix1 114 1.1591 24.73 1.25
2x2 121 115940 24.55 3.25
5x5 119 115940 24.59 471
10x10 116  1.15940 24.67 6.83
19%19 114  1.15941 24.73 13.54

TABLE II. Results for several number of domains for a large
heavy steel reactor.

With this DDM the number of power iterations stay closed
to the one without DDM. This fact comes from the use of
the gradient conjugate method to solve the problem on the
Lagrange multiplier. Moreover this DDM does not deteriorate
the computation precision.

As the method is not parallelised yet, the time cost of the
DDM increases as the number of domains increase. But if we
look at the time by domain, with a perfect parallelisation, one
can obtain a decrease of the computation time for the same
precision.

3. Resolution with a Non-Conforming Mesh

In this case we evaluate the criticity for a simple reactor
given in figure 6. We use the DDM to compute the flux on the
mesh of the geometry. Each assembly is a domain with is own
mesh.

Fig. 6. Geometry for a discontinuous coefficient case.

In table III, we show results for different meshes. The first
line and the last one correspond to conforming mesh derived
from the geometry. In the second and third lines we used
the non-conforming mesh described by the assemblies. The
difference between this to computation is the number of power
iterations. Indeed, in the first one we stop at the same number
as the conforming mesh. Whereas in the second case we stop
when the convergence criterium was satisfy. The columns in
table III correspond to the number of cells N, the number of
power iterations Nj.,, kgﬁ computed, the error in pcm on the
eigenvalue and the computational time in second.

The conforming mesh derived from this geometry has
1936 cells while the mesh of the geometry has only 1248
cells. Moreover the precision is nearly the same between the
conforming and non-conforming mesh. Thus one can conclude
that the use of the non-conforming is a way to reduce memory
cost for the same precision. But the computation time is nearly
double between this two meshes. This can be improved by
parallelised the method.

V. CONCLUSIONS AND PERSPECTIVES

In this work we studied some diffusion like models of a
nuclear core. Those models are the SP,/diffusion case and
the multigroup SPy one. We studied them to ensure that
they have good mathematical properties as the well-posedness
and the convergence. Then we developed a non-conforming
DDM with Lagrange multiplier. We confirmed the theory and
the use of non-conforming mesh with two numerical tests.
The method can still be improved by an a posteriori error
estimate to adapt the mesh to each iteration of the power
inverse algorithm [22]. For singular solution one can also use
singular complement method as it exists in electromagnetism
[23].
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N Niter b ket — k| /kegr Time

Conforming 1936 75  1.23589 5.60 1.29

Non-conforming 1248 75 1.23603 5.77 2.27

Non-conforming 1248 97  1.23602 4.69 3.09
Reference 193 600 1.23596

TABLE III. Comparison between non-conforming and uniform refinement for problem (33)
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