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Abstract

This paper describes a new method for the design of variable structure model-following control
systems(VSMFC). This design concept is developed using the theory of variable structure systems
(VSS) and slide mode. The new results are presented on the sliding control methodology to achieve
accurate tracking for a class of nonlinear, multi-input multi-output(MIMO), time varying systems
in the presence of parameter variations. The design requires little computational effort. The dynamic
response is insemsitive to parameter variations.

The feasibility and the advantages of the method are illustrated by applying it to a 1000 MWe
boiling water reactor(BWR). The control is studied in the range of 85%~90% of rated power for
load-following control. A set of 12 nonlinear differential equations is used to simulate the total
plant. A 6-th order linear model has been developed from these equations at 85% of rated power.
The obtained controller is shown by simulations to be able to compensate for a plant parameter

variation over a wide power range.
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1. Introduction

Linear model-following control LMFC) is an
efficient control method that avoids difflculty of
specifying a performance index, and it is usually
encountered in the application of linear optimal
control to multivariable control systems. However,
LMFC systems are inadequate when there are
large parameter variations or disturbances. This
has led to the development of so-called adaptive
model-following control systems(AMFC). AMFC
is based on Lyapunov functions and the hyper-
stability concept proposed by Popov.V.2

Presently, various basic concepts of AMFC
are applied to control system and wundergoing
application research activities with AMFC. In
this paper, in order to develop stability and
convergence, a new design method, called variable
structure adaptive model following control
(VSMFC), is proposed and applied to the BWR
control systems.

The theory of variable structure systems(VSS)
has been developed in the U.S.S.R in the last
fifteen years,®.* and nowdays the the study of
the single-input single-output(SISO) system is
enlivened”®,” but the study of MIMO system
is unexhausted. VSMFC for MIMO systems by
K.K.D. Young in 1978 is difficult not only to
choose the gain of the variable structure control
but also to assure the stability and convergence
of it.#,9 In this paper, a new method to VSMFC
systems has been studied and applied to BWR
nuclear reactor control systems described by 12
nonlinear differential equations. The control
systems consist of time varying unstable plant
and reference model. The range of 85%~90%
of rated power for steady state and load-following
control have been studied by computer simulation.

2. Variable Structure Adaptive Model-
Following Control Systems

The state equations of linear timevarying
multivariable systems are represented by the
following equations

X, (=4, X,(®)+B, () U, () <1>
X (0) =AnX,(0) + B, U, () 2
where X,=R", X,=R", U,eR" and U,=R!
U,=input vector of reference model
U,=input vector of controlled plant

It will be assumed that pairs(4,,B,) and
(Ap, By) are stabiliable and the A, matrix is
stable. The plant matrices A, and B, may be
uncertain and timevarying. The upper and lower
bounds of the elements of these matrices are
assumed to be known to the designer. The state
error vectors are represented by the following

equations.
e®)=X,.(@t)—X,@® 4
e®)=Ane(t) +[An—A4,H]IX,(®)

+BalUn () —B,(&) U, (&) (5)

Variable structure systems are characterised

by discontinuous control which changes structure

on reaching a set of switching surfaces.?
U— { Ut (X,, e, Uy) S:i(e)>0
U (X, e, Un) Si(e)<0

where U; is the i~th component of multivariable

5y

control input U. The switching hypersurfaces
are chosen to be hyperplane, that is,

S=G e=0 ©)
S=G e=G[A, e+ (An—A,)X,
+BmUm—BpUp]:0 (7)

where G is the switching surface matrix. If G
is chosen so that the roots exist on the left half
plane, the state vector of the plant is following
to the state vector of the model. The control
system becomes less sensitive to the system
parameter variations and disturbance inputs.
Because the effect of the switching surface
transforms the feedback structure of system, the
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total system is the variable structure system. In
order to satisfy the Eq. (6), S: will enter the
region of $;<C0 if S; is in the region of S >0
and S; will enter the region of $;>>0if S; isin
the region of S5;<{0. Then control input U, is
the variable structure input. If the switching
logic works infinitely fast, the control input U,
is chattering. And S is constrained to remain
on the switching line S=0. Then the error
between model and plant goes to zero and the
model-following is obtained. So, the condition
for sliding motion to occur on the i-th hyper-
plane may be stated in Eq. (8). This motion
occurs in the direction of the state locus, the
state slides and remains for some finite time.
SiSi<0 ®
Because 8 is scalar in SISO systems, the dime-
Therefore the
matrix element can be designed so that the

nsion of G matrix is(IXm).

transient state error response is desirable. But
S and U, are vectors in MIMO systems, the
dimension of § and U, are(mx1). In order to
correspond one by one between S and U,, the
matrix GB, in Eq. (7) should be unit matrix.
So, Eq. (9) is obtained. Substituting Eq. (9)
into Eq. (7), Eq. (10) is obtained. Rearranging
about U,, Eq. (11) is obtained.

G=(Q5,)7'Q )
8=GA, e+G(A.—A,)X,+GB,U,—U,
(10
U,=GA, e+G(A.—A,)X,+GB,U,—S
(1D

Because the sign of S and S are alterative from
Eq. (8), which is the condition to occur sliding
motion, Eq. (12) is obtained by taking oS
instead of —S,

U,Ge e+G,X,+G.U,+aS (12)
where « is a weighting value. In order that the
error between model and plant goes to zero in
every one sampling time, a is taken as a reci-
procal of computer sampling time.

The selection on matrix Q in Eq. (9) is very

important. The behaviour of the error dynamics
during sliding motion needs to be considered.
Substituting Eq. (12) into Eq. (5), Eq. (13)
is cbtained.
é=A, e+ (An—A)X,+B,U,—B,
G, e+G,X,+G,U,+aS) (13)
During sliding, S is zero, thus
é=(A,—B,G)e+ (A,—A,—B,GyX,
+(B.—B,Gn) U, (14)
Perfect model-following can be achieved if
(An—~A,—B,G)) X,+ (B»—B,G,) U,=0
(15)
So that Eq. (15) holds for any X, and U,, Eq.
(16) is cbtained.
B,G,=An—Ap, B,Gn=By (16)
So that the linear systems, Eq. (16), have a
solution about G, and G,, the following condition
is obtained.
rank (B,)=rank(B,; A,—A4,)
rank(B,)=rank(B,; B,) an
Eq. (17) is perfect model-following condition
which is general necessary conditions to the
AMFC systems.

For the perfect model-following case, Eq. (14)

is reduced to Eq. (18)

é=(An—B,G.) e=(An—B,GAne

={I~B,G)A, e

=UI~B,(QB,)"'QlA, e (18
The remaining unforced system Eq. (18) must
be asymtotically stable, which implies that the
matrix [I-B,(QB,) Q1 A, must be a Hurwitz
matrix, that is, all its eigenvalues have negative
real parts. The eigenvalues of Eq, (I18) can be
placed arbitrarily in the complex plane by
suitable choice of matrix Q. The matrix Q is
chosen in order that the eigenvalues of Eq. (18)
have negative real parts.

The matrices G,, G, and G,, are represented
Eq. (19) in case that the matrices are not
influenced by parameter variations of A4, and
B,. However, in case that the matrices is
influenced by them those matrices are represented
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Fig. 1. Variable Structure Adaptive Model-
Following Control System

Eq. (20), that is, the absolute maximum value
of parameter variation range is changed by the
sign of S.

G.=GA,, G,=G(4,—A4,), G,=GB,, (19)

G.=sgn8-|G.|, G,=sgnS+|G,|

Gn=sgnS+ |G| €0))

Fig.1 shows the total block diagram of variable

structure model-following control systems of Eq.
(12), (19) and (20).

3. Nuclear Reactor Model

The complicated plant like nuclear reactor
should be modelled so that the important physical
phenomena of the model described by some major
parameters and that of the real plant coincide
well and the degree of model is as low as
possible. Many studies about the dynamics of
BWR have been done by Linford, Carmichael,
Frogner and Solberg. The Solberg’s model!®,11
is taken in this paper. Using the 12 set of
nonlinear equations, it is obtained the simple
form of the state equations.

X@O=fX®, U®) @1

The reference input vector is the control vector

which serves the steady state purpose. Because
the steady state conditions are varying to the
power demand of plant, by solving Eq. (22)
then Eq. (23) is obtained.

FX*, U%=0 (22)

U*=Fy(L), X*=Fx(L) (23)
where L is the power demand level of plant, U*
is the reference value of control input and X*
is the reference value of state vector. Because
U* is determined by the demand I only, not
the plant state, the control systems show a feed-
forward quality.

The goal of the control system design is that
the state vector X and the reference vector X*
are coincided when the power demand L changes.
Therefore, changing the power demand, there
is some difference between the control input U
and reference input U*. For the sake of compe-
nsation of this difference, a feed-back input is
considered. In this paper, the input is obtained
by variable structure adaptive model-following
controller instead of optimal controller.

Infusing the reference input, Eq. (23), into
the plant, the plant state approach the reference
state. Therefore, model, Eq. (21), is linearized
to Eq. (24) nearby X* and U*. In order to
decrease the the sensitivity of state vector and
control vector about the power demand, those
vectors are made dimensionless type like Eq. (26)
and the state perturbation equation is obtained
as Eq.(25)

0

i [%} stk (U—U%) (24)
gt_asz (©8X () +BEU®) (25)
sx=2 = Ul )

o - X R e
Bi=ge {5t | enon
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In this paper, the state and control vector of
plant are specified as follows.
X,=Neutron power
X,=equivalent delay neutron precursor density
Xz=fuel temperature
X,—effect in the steam going to turbine
Xs=fraction of void

U,=openning of furbine valve

The
maximum value of jet flow U, permit 1. 2 times
7.792(m3/sec].
value of derivative of jet flow U, permit two

The physical constraints are as follows.
The maximum

rational value,

times rational value. And the maximum value

of U, permit 35, U, permit 3. Eq. (25) which

X =saturation temperature is linearized from Solberg’s model, Eq. (21)
U,=jet flow of recirculation pump results in the following equations.
. * *
5x,='“—‘8~5xx+2 Xz* 0x,+ ReXs Ox,+ K.Xs Oxs @n
l X, l l
3Xz:h‘llg— §1* 5X1 25){2 (28>
3 1 X* H, Hy Xg*
5X3:—I_zc— Xl* 6){1 Hf 5X3+ H/ XG* 5Xl (29)
1 1 1 (9p * Hyepy A
5X‘_ T, 6X‘+ 275 AP aTc ) saLXG 5X“+ ~—1,'5__ -XA* auz (30)
M,
5 Hy(1— ptse) ( M., X* St X* 5
Xe VCngfE Xs* Xs chngthot X
M,
3 STU* H,(1—pse) (1 M., ) X.* 5 SU* s )
A-X°V. VaoiHz PEL RS O A BD
$ H/(l_ﬂsc) X3 1 X4 - Hf(l /Jsc)
Ox,= MoCy X* Ox,— MoCr XF Ox, M..C; Ox, 32)
where psc=leakage ratio of thermal output, 0.1

B=fraction of delayed neutron, 0.0065

l=average lifetime, 0. 005(sec)

A=average decay constant, 0.1[1/sec]

Kp=reactivity feedback coefficient from fuel,
—2.0E—05

K,—reactivity feedback coefficient from void,
—0.05

H:.=heat capacity of fuel, 15, 625[MWs/deg]

H;=heat transfer coefficient of fuel to moder-
ator, 3. 125[MW /deg]

7,;=time constant of steam output going to
turbine, Q. 1(sec]

4,=calibration factor for valve, 64. 46[ATM]

T,—reactor pressure

T.=saturation temperature

H;,=heat of evaporation, 1.54254(MVs/kg]

pge=density of steam, 33.28(kg/m?]

A,—max. openning of turbine valve, 3.0

V.=volume of cooling channels, 13.85[m?}

M,=mass of moderater, 4, 435(kg)

M,.—total mass of water in the reactor, 22175
(kg]

§’'=slip ratio, 1.5

Cs=specific heat of water,

kg]

0. 0053[(MWs/deg.

4. Application of VSMFC theory to
BWR system

In this paper, the goal of the nuclear reactor
control system is that the state vector X and
the reference vector X* coincided when the power
demand L changes. Power plants usually operates
at the rated power or less for load-following
operation, Therefore, it is considered that the

load-following control systems in power demand
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Fig. 2. Nuclear Reactor Load-Following
Contrel System by VSMFC

are set from 85% to 90%. The 4-th term in
Eq. (27) includes the void coefficient which
conforms to the power demand. And the final
characteristics of nuclear reactor dynamic are
different from the initial state. Therefore, altho-
ugh the nuclear reactor has the time-varying
characteristics, the reactor is followed the time-
invariant model. So, a good adaptive control
law and control effect are obtained.

Fig.2 shows the total systems of nuclear reactor
control systems. In order to determine the control
input U, of the nonlinear physical plant, the
linear plant is composed. This linear plant is

controlled so as to follow the time-invariant
linear model.

The control input of nonlinear plant is U,;
U, is the jet flow of recirculation pump and
U,; is openning of turbine valve. The control
input vector U, depends on the reference input
vector U* and the input perturbation vector §U,.
The reference input vector U* is obtained by
substituting power demand L(=X*=900MWe)
into Eq. (23). And the input perturbation vector
38U, is obtained by VSMFC Mechanism.

The output of nonlinear plant is the neutron
power X,,. The reference state vector X* is
obtained by substituting power demand L into
Eq. (23), too. The state perturbation vector 6X,
depends on the reference state vector X* and
the nonlinear plant state vector X,. The error
perturbation vector de is the difference of the
state perturbation vector between the linear
model and the linear plant. The linear model,
Eq. (2), is represented by the state perturbation
vector as Eq* (33).

8X n=An6X+ B,dU, (33

U,=—KoX, (34)
Calculating at 85% power level and using the
system constants given in section 3, 4, and B,
matrices are resulted in Eq. (35).

(=130 130 —22.08 0.0 —6L92 0.0 ) 0 0
01 —0.1 0.0 0.0 0.0 0 0

A= 0099 00 =02 0.0 0102 g O 0 | 35)
0.0 0.0 00 —10.0 21,415 | 0 23.489
; 0.0 0.0  2.81 0.536 —4.56 —1.431J —~1.738 0 J
L 0.0 0.0  0.048 —0.002 0.0 —0.024 0 0

The feed-back control input of Eq. (34) is obtained by Gopinath’s Pole Assignment Method.1® That
is, the eigenvalues are —4.05, —10, —13.1, —0.1, —0.66 then the feed-back gain K are same as

Eq. (36).

K= [ —0.66E-3 —0.66E-1 —0.26E-2 0.28E-2 0.48E-2 —0.50E0 }
~ L—0.66E-3 —0.66E-1 —0.26E-2 0.28E-2 0.48E-2 —0.50E0

The VSMFC mechanism is already described in section 2. Some matrices which had been wused for

(36)

computer simulation are same as Eq. (37)-(41).

1 0 0 1 0 0 :|

o= | . 0 @n
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G= [ 0 0 0 0 —0.58E-1 0 :|
0.43E-1 0 0 0.43E-1 0 0 (38)
C.— |: 0 0 —0.16E1 —0.31E0 0.26E1 0.82E0 }
““Ll_0.55E0  0.55E0 —0.94E0 —0.43E0 —0.26E1 0.91E0 (39)
G.— [‘—0. 61E-7 —0.46E-7 0.18E0 —0.10E0 0.12E0 -0. 95E—l}
*~ L _0.81E-7 —0.67E-7 —0.21E-4 —0.12E-6 0.18E0 0.17E-4 (40)
Gu=| 0.10E1 —0. 31E—6}
"1 0.97E-8  0.10E1 D
105
5. Results §‘°°
a
It is difficult to perform the actual experiment E ®
for the nuclear reactor. In this paper, a digital § %
simulation BWR of 1000MWe has been performed é 85 /
with Data General Nova Computer. The purpose § J-f
of control is that the maximum overshoot of © 2 4 6 8 B2 U B 1B 2

BWR restrain under 105% power level and the
power of BWR transforms to the desire level
smoothly. The reactor power was varied from
850 MWe level to 900 MWe, step increase or
ramp increase. Then the plant parameters are
varied. The solution of dynamic equations are
resolved by Runge-Kutta-Merson Algorithm. The
sampling time is 0.025(sec]. The results of
simulation are plotted during 10 seconds.

Fig. 3 shows nuclear power transients follo-
wing a 5% step increase in power demand from
859% to 90%. The overshoot is 5 percent at 0, 7
second and the response converge to the steady
state well. The optimal control theory was
applied to the same BWR systems. This results
agreed approximately with that overshoot. But

E
o
3

2

[
15

o
T
1 2 3 4« 5 6 17 8 9 I

Fig. 3. Nuclear Power Transients following a 5%
Step Increase in Power Demand from
85% to 90%

PERCENT OF RATED VALU
R 8 7 B

Sec

Fig. 4. Nuclear Power Transients following a
0.5%/sec Ramp Increase in Power Dem-
and from 85% to 90%

1.49%10~*

AN

—0.96x 10~

0 1 7 3 4 5 3 7. 8 9 10
Sec

Fig. 5. Model and Plant State Perturbation
Error of Reactor Power

for convergence, the VSMFC theory superior to
the optimal control theory.

Fig. 4 shows nuclear power transients follo-
wing a 0. 5% /sec ramp increase in power demand
from 859% to 90%. The changes of the reactor
power demand are followed.

0. 85+0. 05¢ 0=t=10 sec
{0. 60 t>10 sec
In this case, there is no the overshoot such as

Fig. 3. The reason may be ramp increase in
power demand.

Fig. 5 shows the model and plant state pert-

urbation error in case of step increase. The
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maximum value of the error is], 49X 1072 It
seems to be a good results. In case of ramp

increase, the error grows less and less.

6. Conclusion

This paper describes a new method to the
design of variable structure model-following
control systems in order to develope the stability
and convergence for mnonlinear time-varying
multivariable systems. The VSMFC theory was
applied to BWR and simulated. A summary of
the results is shown below.

(a) In the presence of parameter variation or
time varying systems, only the range of parameter
variation is known, the VSMFC theory is applied
to the design of adaptive controllers. The system
becomes less sensitive to system parameter vari-
ations 'and noise disturbances. If the reactor
power level increase from 85% to 90%, void
coefficient, the element of Ap(1,5), varys from
—63.77 to —51. 39, However, the state pertur-
bation error goes to zero rapidly.

(b) Although the reactor power demand turn
into another level, the same results are expected.
If the reactor power demand increase from 95%
to 100%, nonlinear plant is linearized nearby
the demand L(=950MWe) and time-invariant
linear model (A, B,) is specified. The reference
valuesX* and U* are determined by the demand
L(=1000MWe). The same process is performed
and the same results are expected.

(¢) The gain matrices are obtained simply
using the signum function, therefore this method
requires little computational effort in comparison
to conventional method. Most of adaptive control
requires many computational effort. In the
approach called Indirect Adaptive Control, the
plant parameter are estimated and the control
parrameters are adjusted based on these estimates
so that the overall plant transfer function matches
that of the reference model. In the approach

called Direct Adaptive Control, no effort is made
to identify the plant parameter but the control
parameters are directly adjusted to minimize the
error between plant and model outputs. In this
paper, the design technique is easy and the
control structure is simple, therefore, the design
can be carried out with a little computational
effort. So, the real time control is possible. The
implementation of the controller is easily carried
out with the aid of microprocessors.

(d) Taking the switching surface matrix G
such as Eq. (9), the algorithm can be easily
applied to the multivariable control systems.

(e) Such as Eq. (12), taking a8 instead of
—&8, the algorithm is simple. A satisfactory
results are obtained in comparison to Young’s
Algorithm,
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